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Abstract. Recommendation algorithms are often used in many main-
stream media apps to provide content suggestions to users based on fac-
tors like individual preferences and virality. As a result, social media
platforms circulate and popularize content trends. However, like other
algorithmic approaches, recommender systems have been found to rein-
force biases, particularly towards marginalized communities. This
poster presents a preliminary literature review of how the Human-Com-
puter Interaction (HCI) community has approached scholarship on both
Black, Indigenous, and People of Color (BIPOC) individuals and rec-
ommendation algorithms. Our findings showcase a lack of focus at the
intersection of BIPOC experiences and recommendation algorithms,
with the technology and the population often being studied separately.
Based on the gaps we identify in the literature, we propose future work
aimed at understanding how BIPOC individuals experience recommen-
dation algorithms, specifically on TikTok. Without proper recognition
of the biases, lack of representation, and understanding of the offline
impacts of the information that recommendation algorithms can create,
certain populations could be at risk of encountering material that is un-
true and harmful to their well-being.
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1 Introduction

Recommendation algorithms, also often referred to as recommender systems, are fil-
tering systems used to predict a user’s preferences and suggest relevant content, usu-
ally to keep them engaged [1, 2]. Recommendation algorithms are a type of algorithm
focused on enhancing the user experience, with typically two methods of selecting
content to present personalized content to the users' system: collaborative and content-



based filtering [3,4]. The two methods differ in the type of information needed to run
the algorithm [4]. Such algorithms are now commonly used in a variety of digital plat-
forms, including news websites, and social media. Applications such as TikTok are
known for “time-sensitive customer feedback,” such as short-video ranking or online
ads, with the goal of “deliver[ing] personalized content for each individual user as a
real-time response™ [5].

Yet, like many other algorithmic techniques, recommendation algorithms can have
concerning repercussions. Increasingly, HCI researchers have focused on how recom-
mendation algorithms actively exclude and even target marginalized groups. For ex-
ample, Andalibi et al. found that algorithmic recommendations systems perpetuate al-
locational harms when an automated system distributes resources (e.g., money, credit)
or opportunities (e.g., jobs) unfairly to different social groups, like women, LGBTQ
people, and racial minorities [6, 7, 14, 15]. Identifying biases in algorithmic systems
is crucial, else we risk reinforcing social exclusion and problematic stigmas.

In an age where discussions of systematic racism, cultural appropriation, and racial
representations are constantly occurring, we sought to explore how HCI research is
currently engaging with how recommendation systems intersect with BIPOC (Black,
Indigenous, People of Color) identities.

In this paper, we specifically examine research trends at the intersection of
BIPOC identity and recommendation algorithms to understand current HCI research.
We analyzed literature on both this population and technology to understand whether
and how they might overlap. Specifically, we aimed to address the following ques-
tions in our literature review:

1. What have HCI scholars focused on in their study of BIPOC individuals?

2. What have HCI scholars focused on in their study of recommendation algo-

rithms?

3. What have HCI scholars identified as important at the intersection of both

BIPOC identity and recommendation algorithms?

We found many HCI scholars studying BIPOC identities in various technical do-
mains. Meanwhile, scholarship on recommendation algorithms is primarily technical,
rather than social. Generally, HCI scholars do not emphasize the intersection of rec-
ommendation algorithms and BIPOC individuals. Instead, they focus on overall algo-
rithmic stigmatization that results in “institutional exclusions,” such as notions of
racism and harassment [8]. There is not as much of a focus on how recommendation
algorithms amplify systemic issues directly into the personalized content of BIPOC
users.

Our findings reveal a significant lack of research on the experiences and effects of
recommender systems on BIPOC experiences. Given the gaps we identified, we pro-
pose future work aimed at providing a fundamental understanding of BIPOC user ex-
periences with recommendation algorithms. Given we did not see any work focused
on the impact of recommendation algorithms on the overall well-being of BIPOC in-
dividuals, we propose a future study for attending to the BIPOC experience of recom-
mendation algorithms. Such future work can fill current gaps in understanding the ef-
fects of potential assumptions, and stereotypes about BIPOC identities embedded in
recommender systems. Through conducting this work, we aim to contribute new in-
sights to the ongoing discourse surrounding the societal and ethical impacts of algo-
rithms on BIPOC communities. Our proposed future research aims to illuminate and



rectify the embedded biases within these systems, ensuring a more equitable techno-
logical landscape for all.

2 Method

To conduct our literature review, we reviewed papers from the Association of
Computing Machinery (ACM) Digital Library (DL). We chose to review papers in the
ACM DL because many premiere HCI and algorithmic fairness conferences are spon-
sored by the ACM. Within the ACM DL, we examined peer-reviewed articles, elimi-
nating opinion articles. We used the following search terms to identify relevant litera-
ture: “BIPOC,” “recommendation algorithms,” and “BIPOC recommendation algo-
rithms.” We identified 20 papers for “BIPOC recommendation algorithm,” 134 papers
for “BIPOC,” and 50 papers for “recommendation algorithm.” Our final corpus in-
cluded 203 papers. About eighty percent of our corpus were North American contrib-
utors.

We categorized the 203 papers to understand the topics of the papers. We identi-
fied five categories: diversity, equity, and inclusion (DEI)/representation; education;
social; entertainment; technical. Each category represents a domain or concept that
technology intersects with in the papers reviewed.

To finalize which papers we would closely analyze, we examined each paper to see
if it included the terms “BIPOC” or “recommendation algorithm.” Our final analysis
included 118 papers.

Within our final analysis, we centered our attention on methodologies and conclu-
sions. For data collection, we looked at what tools and approaches were utilized. For
conclusions we noted whether the authors mentioned any shortcomings of their results
towards fairness and bias.

3 Results of the Literature Review

3.1  BIPOC Identity in HCI

We found limited depth in the current HCI research focusing on BIPOC identities.

The dominant themes within the ACM DL centered on inclusion and representation
within educational settings. In particular, numerous works were focused on increasing
representation in computing-related courses [9, 31]. These works often offered in-
sights into the predominant theories and frameworks employed [27, 28, 29, 30].
For example, Xie et al. examined how the increasing number of students in computing
courses lead BIPOC students to feel discouraged and disadvantaged [9]. These re-
search findings reflect real-world scenarios, like the Tech Leavers Study which re-
ported about 40% of underrepresented populations leave the tech industry due dis-
crimination [10]. Researchers focused on how a lack of diversity and inclusion im-
pacts a student’s identity in computing spaces [9, 29, 30].

We also identified literature which focused on the intersection of BIPOC identity
and technical representations. For example, Bennett et al. showcased the complexity
of providing textual descriptions for visual content, particularly images of people, in a



way that is both accessible and sensitive to issues of representation. The paper
presents findings from interviews with screen reader users who are Black, Indigenous,
People of Color (BIPOC), non-binary, and/or transgender, focusing on their practices
and preferences for image descriptions. While textual descriptions are crucial for ac-
cessibility, guidelines often lack specifics on how to describe people’s appearances
without misrepresenting them. The authors argue for a nuanced approach that consid-
ers the salience of appearance in different contexts and the preferences of the individ-
uals depicted [25].

Similarly, Abebe et al. examined racism in technology design approaches, specifi-
cally in HCI. Their study aimed "to interrogate present methods and suggest alterna-
tive approaches to HCI, grounded in critical inquiry, seeking abolitionist opportunities
for the mutual and ongoing entanglement of people and machinery” [28]. With the fo-
cus of presenting "anti-racism" within technology, the authors proposed four proto-
types to address anti-racist HCI beyond traditional approaches such as DEI initiatives.

We did see HCI scholarship focused on issues of fairness in machine learning,
more broadly. Simpson and Semaan, who conducted a study on the creative work on
TikTok, discussed how the “infrastructure” of the platform resulted in recommending
creators’ work to a low variety and number of users [12]. In these cases, BIPOC users
experience harms related to representation and resource allocation, discrepancies be-
tween user’ goals and the systems objectives, and reduced influence over the system
[11, 24]. Without re-evaluating algorithmic design approaches the “primary causes of
algorithmic hate are the unintended results of decisions made while designing these
systems” such as suppression of certain content, especially content made by BIPOC
creators [11, 29].

The lack of diverse perspectives in algorithmic design and implementation is caus-
ing tangible harm to BIPOC groups [22]. Measures of how BIPOC identity is ac-
counted for in machine learning are crucial. As Ashktorab et al. identified, how iden-
tity is grouped when measuring fairness outcomes is a difficult socially-driven prob-
lem that can result in diverse outcomes for machine learning models [13].

We identified two major themes of research specific to BIPOC identity in HCI: is-
sues of representation of BIPOC people in the computing field and issues of fairness
in machine learning systems, broadly, not specific to BIPOC populations. Our litera-
ture review highlights significant gaps in the topics which include BIPOC individuals
and the centrality of BIPOC identity to research, emphasizing a need for expanded
HCI research on BIPOC populations and issues.

3.2 Recommendation Algorithms in HCI

Recommender systems often use historical user data to predict what content or infor-
mation the user would like to be engaged with in the future, allowing for convenience
and overall better experience [11, 16]. The examination of recommendation algo-
rithms within HCI research presented a shift away from users towards model tech-
niques and model evaluation. Evaluating recommendation algorithms is a priority
within the field of recommender systems. Roy and Dutta conducted a meticulous ex-
amination of diverse research papers focused on recommender systems in the enter-
tainment domain, published between 2011 and 2021 [19]. They analyzed different ap-
plication fields, techniques, simulation tools, performance metrics, and the challenges



encountered within different recommender systems. Roy and Dutta’s work under-
scores a pervasive use of Java and Python for developing recommender systems, at-
tributed to the extensive standard libraries in these languages. Roy and Dutta also
noted a rising trend in the adoption of hybrid and optimization techniques, enhancing
the performance efficiency of recommender systems. Despite the extensive research
in the domain, they highlight a significant gap: the absence of a standard measure for
evaluating the performance of recommender systems.

Researchers have in the past proposed a test suite that can be used to validate the
correctness of a recommendation algorithm to correct the performance and behavior
of the algorithms [17, 31]. Although many technical researchers are aware of the need
for assessing real-world impact, there remains “the relentless focus on ‘accurate’ rec-
ommender systems ignores important factors that contribute to the trustworthiness of
recommender systems, such as transparency, fairness, and robustness to noise and at-
tack” [17].

We identified several papers focused on algorithmic bias. Divisions in how content
is delivered to certain group has led to issues of polarization, isolation, and division
[18]. Being introduced to only certain media, both harmful and non-harmful, changes
one’s experience with the applications that they use, leading to highly specific “algo-
rithmic imaginaries,” mental models of how algorithms must work, and, also, “algo-
rithmic irritation,” negative perceptions of how algorithms work based on personal
mental models [11, 32, 33].

Overall, we found that the literature on recommender systems is broad but predom-
inantly focused on the technical aspects of implementation and methodology. We saw
a significant lack of research on ethical considerations and the diverse impacts on var-
ious communities, including BIPOC individuals.

3.3 BIPOC Identity and Recommendation Algorithms

When examining literature focused on both BIPOC identities and recommendation al-
gorithms, we found that there are few researchers studying recommendation algo-
rithms from a human-centered perspective. McConvey et al. noted that Al software
“includes many examples of algorithmic harm in higher education including facial-
recognition software for exam proctoring providing ‘allegedly discriminatory experi-
ences for BIPOC students’” [20]. Cheng et al. noted that the impact of “socially indif-
ferent algorithms™ mirror society, with the most affected groups being BIPOC and
women [21].

Das et al. examines the Quora Recommendation Algorithm (QRA) on the Bengali
Quora platform (BnQuora), specifically expressions of communities including per-
sons within the BIPOC community [26]. They explore sociotechnical mechanisms of
governance within the BnQuora, discovering that a large proportion of user experi-
ence mediated by BnQuora leads to the privileging of certain identities especially
concerning religious background, and linguistic practices. The study emphasizes how
the QRA initially seeks to learn about user experience yet still is amplifying distinc-
tions amongst users and recommending controversial conversations that uplift colo-
nial structures and reinforce harmful ideologies [26].

Abebe et al. advocated for understanding the impact of these algorithms, highlight-
ing concerns related to mental health, societal assumptions, and the perpetuation of



stereotypes [22]. Echoing these insights, they illuminated the ongoing and adaptable
nature of anti-racist actions within HCI.

An emphasis on the dynamic nature of anti-racist efforts highlights the pressing
need for continuous engagement with how recommendation systems impact BIPOC
individuals. Such an approach is crucial for ensuring that the interactions of BIPOC
communities with recommendation algorithms are characterized by fairness. Despite
the substantial focus on technical and empirical aspects, the ethical dimensions, espe-
cially concerning BIPOC communities, remain largely unexplored.

4 Future Work

We found that many HCI researchers are concerned about BIPOC user experiences;
however, scholarship focused on recommendation algorithms are largely only about
technical implementation. For the few researchers who have focused acutely on
BIPOC identity in recommendation algorithms, we found researchers advocating for
applying a human-centered lens to develop less harmful algorithms.

We see vast opportunities to explore specific research that centers BIPOC individ-
uals and their experiences with recommendation algorithms. There should be an em-
phasis that recommendation algorithms are more than just algorithms but rather so-
ciotechnical systems that humans interact with [23]. We did not identify HCI focused
on understanding how BIPOC individuals experience recommendation systems in
their daily lives, including the potential benefits and harms of those systems. Under-
standing the benefits and harms caused by recommendation algorithms is a crucial
initial step towards developing fairer and just sociotechnical futures [6].

In our future work, we plan to dig deeper into how recommendation algorithms
might perpetuate stereotypes, and misinformation that actively impact BIPOC com-
munities. TikTok, a highly popular social media platform with a robust recommenda-
tion algorithm, represents a timely platform to focus on given its mainstream popular-
ity and accessibility to BIPOC users. Thus, our next steps involve conducting empiri-
cal research on how BIPOC individuals interact with TikTok. Our exploration will
augment collective wisdom about the real-world impact of recommendation systems
on BIPOC communities, offering insights to enhance their well-being. Aiming to
eradicate algorithmic biases, our future work aspires to promote equality and inclusiv-
ity in technological advancements for a well-rounded societal upliftment.
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