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The proliferation of harmful content on online social media platforms has necessitated empirical understand-
ings of experiences of harm online and the development of practices for harm mitigation. Both understandings
of harm and approaches to mitigating that harm, often through content moderation, have implicitly embedded
frameworks of prioritization—what forms of harm should be researched, how policy on harmful content
should be implemented, and how harmful content should be moderated. To aid efforts of better understanding
the variety of online harms, how they relate to one another, and how to prioritize harms relevant to research,
policy, and practice, we present a theoretical framework of severity for harmful online content. By employing
a grounded theory approach, we developed a framework of severity based on interviews and card-sorting
activities conducted with 52 participants over the course of ten months. Through our analysis, we identified
four Types of Harm (physical, emotional, relational, and financial) and eight Dimensions along which the
severity of harm can be understood (perspectives, intent, agency, experience, scale, urgency, vulnerability,
sphere). We describe how our framework can be applied to both research and policy settings towards deeper
understandings of specific forms of harm (e.g., harassment) and prioritization frameworks when implementing
policies encompassing many forms of harm.
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1 Introduction

In 2014, a blog post that attacked and made false claims about game developer Zoé Quinn started a
series of controversies and events later famously known as Gamergate [2, 14, 49]. Prior research,
as well as journalistic writings, broadly characterized Gamergate as a harassment campaign that
induced vast emotional harm. However, the real consequences and harm caused by Gamergate
were much more complex than “harassment,” and the people it impacted also extended beyond
Zoé Quinn: multiple women who came to Quinn’s defense received prolonged rape and death
threats [80]. Among them, Anita Sarkeesian, a feminist media critic, had to cancel her appearance
at Utah State University, which received threats of “massacre” against all attendees including
students and staff [63]. However, in stark contrast, Nathan Grayson, the reporter alleged to have
exchanged favorable game reviews for a sexual relationship with Quinn, only received accusations
of journalistic misconduct. He did not suffer continued harassment, let alone death or rape threats.
Taken together, these incidents clearly show that the harm in Gamergate was complex: it involved
multiple kinds of harm, in different levels of severity for different people.

As demonstrated by the example above, alongside the benefits of online communities has been
the proliferation of harmful content and interactions, ranging from hate speech (e.g., [36]) to violent
imagery (e.g., [48]) to destructive misinformation (e.g., [29]). Social computing researchers have
often focused on some forms of harmful content and interactions which are particularly pervasive
and often experienced by end-users, such as interpersonal harms like harassment (e.g., [12, 52, 54])
and bullying (e.g., [8, 46, 72]). Prior work has also uncovered deeply contextual experiences of
interpersonal harm for specific groups, like women [79] and LGBTQ people [67]. HCI has also
benefited from in-depth research on those publishing and engaging with objectionably harmful
content, like those looking to recover from eating disorders [16] and self-harm [44], and the often
negative experiences participants have when that content is moderated. Other harms are often
hidden from the public. Professional content moderators, in particular, work to take down illegal
and dangerous content quickly, to avoid legal repercussions and so that the public is not exposed
to it [43, 62].

Scholarship across multiple disciplines has demonstrated various kinds of harm that can occur
online, many of which have not been addressed specifically within HCI and social computing
scholarship (e.g., child exploitation, terrorist coordination). However, it is important to understand
not just what harms are, but how they occur in relation to one another.

Gamergate, an example of a complex set of different harms that affect different people at different
levels, shows that simply recognizing that a behavior is harmful is not enough—it is also important
to understand how harmful the behavior is. Further, when considering multiple kinds of harm, we
contend that it is crucial to understand severity of harms compared to others. After all, it clearly
would be wrong to equate accusations of journalistic misconduct with death threats. When harms
are co-occurring, particularly on large-scale social media platforms, understanding the relationships
between them is crucial to deeper analyses of experiences of harm, prioritization practices for
moderators, and more informed engagement with the perceptions of end-users on harm mitigation
practices.

To understand the severity of a variety of experiences of online harms, we conducted a study to
determine what makes a harm more or less severe. Given the complexity of harm, we felt it was
crucial to capture a wide range of perspectives; this includes both experts who deal with harm and
consider severity as part of their jobs (e.g., in content moderation) and everyday people who may
come into contact with harmful content online. We asked participants to assess a range of harms
present on—and often prohibited from—online platforms. Through our analysis, we identified how
severity shaped perceptions of harmful online content.
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We employed a grounded theory approach to develop a framework based on empirical data
collected over a period of ten months. We conducted both semi-structured interviews and card-
sorting activities with 52 participants. We recruited 40 “expert” participants based on their specific
expertise in a variety of professional areas related to harm (e.g., content moderation policy, mental
health, etc.). The remaining 12 participants were “general population” social media users, whose
broad experiences on social media were applied to both expand on and triangulate the perspectives
of expert participants.

Through our analysis, we identified four Types of Harm (physical, emotional, relational, and
financial) and eight Dimensions along which the severity of harm can be understood (perspectives,
intent, agency, experience, scale, urgency, vulnerability, sphere). We present our findings in the
form of a framework for researchers and practitioners, so that they can determine the severity
of online harms—whether some harms are worse than others and what makes them worse. Our
framework provides a tool to address the severity of differing harms as a set of complex, contextual,
and overlapping factors.

We situate our framework by first describing the related work on social computing on online
harm and content moderation. We then describe prioritization frameworks in domains outside of
social computing and HCI. Next, we present our theoretical framework of severity, including both
the Types of Harm and contextual Dimensions that shape severity. Through our discussion, we
describe the relational and compounding nature of both Types of Harm and the Dimensions that
make up the framework. We demonstrate the utility of the severity framework to researchers and
practitioners, particularly those focused on online harm and content moderation, on both specified
forms of harm (e.g., harassment) and on relationships between multiple harms (e.g., self-injury,
hate speech, and child pornography).

2 Related Work

We situate our work within two areas of social computing. First, we review prior research on expe-
riences of harm in online spaces, focusing on what definitions and perspectives on harm prior work
has contributed to social computing. Second, we engage with prior work on content moderation,
particularly practices employed to mitigate online harms and the necessity for frameworks that
guide more effective mitigation.

2.1 Safety from Harm: Expansive Definitions of Online Harm in HCI

While online safety and experiences of harm have become a large focus of CSCW and HCI research,
these concepts tend to be defined contextually, often allowing technology users to define for
themselves what it means to be safe [60]. However, taken together, safety typically means protection
from harm, which can be perceived as a risk, injury, or some undesirable outcome (e.g., [54, 67]).
As such, the concept of “safety” from “harm” in a digital space has been adopted for numerous
perspectives.

One common perspective considers safety from technical risk: for example, concerns about
account integrity, including phishing scams [45] and hacking [71] attempts by bad actors. Hacking,
in particular, has been studied for both its implications for account security [82] and also as a
method of harassment [50]. There have also been emerging concerns around the intentional use
of social media for spreading disinformation [38] and attempting to upend political elections [26].
These technical perspectives on safety position harm as potentially adversely impacting individuals’
digital possessions or accounts [29], financial well-being [4], and even reputation [47]. As such,
policies surrounding account and election integrity have begun to be adopted by large social media
platforms. For example, Twitter has adopted a policy stating that its users “may not use Twitter’s
services for the purpose of manipulating or interfering in elections” [76].
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Within social computing research, the largest focus of safety has been on targeted interpersonal
harm, such as bullying, hate speech, and harassment (e.g. [13, 57]). In particular, researchers
have examined experiences of interpersonal harm on different groups, such as children [61, 68],
women [52, 79], and LGBTQ people [28, 67]. Pater et al. illuminated the lack of clear definitions
of interpersonal harm by platform policies, which often conflate “hate,” “bullying,” “harassment,”
and “abuse” [54]. Yet, scholars focused on hate speech and harassment see them as distinct. While
harassment is the targeted aggression towards an individual or group of individuals [10, 12, 72],
hate speech is identity-specific expressions of hatred or violence towards people of a certain race,
ethnicity, gender, or sexuality [20, 21, 56].

Content-based harm has been another focus of social computing scholarship. Content-based
harm refers to the harm caused to individuals who view undesirable content on a social media
platform. For example, content that is triggering for victims of trauma [77] or reinforces the reality
of racial violence for people of color [67, 75] would result in content-based harm. As such, not all
digital harm has an interpersonal component, as one might expect with harassment or bullying.
One well researched area is around the use of social media for self-harm. Pater et al. defined digital
self-harm as “online communication and activity that leads to, supports, or exacerbates, non-suicidal
yet intentional harm or impairment of an individual’s physical wellbeing” [54]. Digital self-harm
can be linked to posting or seeking out self-harming content, such as images of cutting [5, 54] or
content promoting anorexia [16, 35]. Given the potentially harmful nature of this content, many
platforms have adopted policies against content that promotes self-harm—although the difference
between therapeutic and promotional content can be difficult to discern [16].

Within social computing, there are a few existing frameworks that define relationships of harm,
but none have considered the severity of that harm. Scheuerman et al. describe harm as consisting
of six overlapping facets: outsider, insider, targeted, incidental, individual, and collective [67].
While Scheuerman et al’s framework can be used to classify the many different forms of harm
described above, it remains unclear how to operationalize the moderation of different forms of
harms. Further, it is difficult to discern when harm is most impactful and when. In this work, we
build on existing research on the wide range of digital harms that can occur on social media. In
the next section, we discuss the current work in HCI and technology studies on online content
moderation. Content moderation is an important area of research and practice for understanding
current harm mitigation practices on social media platforms, and how a severity framework would
aid necessary prioritization approaches.

2.2 Content Moderation as Harm Mitigation: Opportunities for a Severity-Based
Approach

Beyond experiences of safety—and lack thereof—on online communities, social computing scholars
have specifically focused on content moderation to better understand methods of mitigating online
harm. Content moderation refers to the practice of controlling unwanted content in online spaces,
whether that content is viewed as simply irrelevant (e.g., to an online forum with a specific topic),
obscene, or illegal [32]. Content moderation is currently the predominant method for addressing
harm on online platforms. Moderation often relies on two sorts of guiding documents for managing
harm: a small-community’s rules, which are determined by the administrators of subcommunities
on larger platforms (e.g., a subreddit on Reddit) or a platform’s terms of use, which determine what
forms of content and interactions are allowed on the platform at all (e.g., Facebook’s Community
Standards). Content is often moderated in a variety of ways, from warnings issued about a specific
piece of content without its removal, to removal of the content itself, to the banning of the user
from a subcommunity or platform entirely [34, 69].

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 368. Publication date: October 2021.



A Framework of Severity for Harmful Content Online 368:5

Moderation can occur in three ways, often in tandem: volunteer moderation, paid commercial
moderation, and automatic algorithmic moderation [34]. Research on small community moderation
practices has been incredibly rich, given the accessibility researchers have to volunteer moderators
in comparison to commercial moderators. Volunteer moderators are often users of a platform
who have committed their time, labor, and expertise to supporting the moderation practices
of a small subcommunity (e.g., subreddits, Facebook groups). These volunteer moderators have
extensive administrative power over their own communities, such as setting rules, removing
content, and banning people [69]. They are most focused on mitigating interpersonal harms within
their subcommunities, such as hate speech or harassment (e.g., [40, 81]). Volunteer moderators’
scope is relegated only to subcommunities, and they cannot mitigate harm on a platform-level.
Further, they do not generally assess content that is relegated to commercial moderators, like child
pornography, beheading videos, and animal abuse.

On the other hand, paid commercial moderators work to remove content at the platform level;
they are sometimes hired in-house (e.g., they work for Twitter), or they work as contractors with
no direct employment relationship with the platform (e.g., they work for a company like Cognizant
and are contracted by Twitter). Many platforms are incentivized to moderate: not only to meet legal
and policy requirements, but also to avoid losing users subject to malicious behaviors, to protect
their corporate image, to placate advertisers who do not want to be associated with “sketchy”
online communities, and to honor their own institutional ethics [34, 42]. Gillespie posits that
professional content moderators are critical resources—if not the critical resource—that social
media platforms offer their users, due to their crucial role in mitigating harm [34]. Much of the
content viewed by commercial moderators is traumatic [62]. Roberts, through ethnographic work
on commercial content moderation, uncovered the emotional toll that moderating the Internet’s
darkest content—such as violent videos—takes on commercial moderators [62], highlighting the
capacity of harm the forms of content posted online carries. Currently, the vast majority of research
on commercial content moderation is illuminating end-user perspectives on moderation practices—
generally, uncovering the dissatisfaction with end users with platform moderation (e.g., [11, 30,
51, 53]). However, recent work has uncovered that users perceive both commercially-moderated
and volunteer-moderated communities as similarly toxic, suggesting current human moderation
practices are failing to reduce negative perceptions of harm online [22].

As online communities grew into sizes that human moderation could not reasonably handle,
automated moderation provided a hopeful solution for moderation at scale [17]. Automated moder-
ation (“automoderation”) is the process of automatically flagging or removing violating content
through trained algorithms, rather than relying on human moderators, and has been used in both
commercial and volunteer moderation. While automated moderation can ideally work quickly and
effectively at removing harmful content, it suffers from a lack of nuanced or cultural understanding
that often results in failures in the “gray areas” of harm mitigation, such as hate speech [39]. This not
only results in some hate speech remaining on the platform, but users having negative perceptions
about what platforms characterize as harmful [11, 53]. Ruckenstein and Turunen argue that the
benefits of machines is that they cannot be emotionally harmed by the inhumane content regularly
removed from platforms, while human moderators are currently subject to that harm. However,
machine learning methods are generally supervised to be more effective, thus still requiring human
labor in annotating large amounts of data [64]. Automoderation therefore suffers from similar labor
concerns, including repetitive exposure to inhumane and traumatic content, as human moderation
approaches [24, 37, 78].

While moderation is currently the solution to mitigating harmful content and interactions
online, ideally keeping most of that content away from general users, there are difficulties in
enacting appropriate harm mitigation at scale and in ways all parties agree with. Given issues of
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prioritization and labor have been persistent in online moderation, how can we better understand
the relationships of different harms to better triage? To improve moderation practices, one possible
approach is to consider the severity of different harms. Prioritization frameworks focused on the
severity of harm could ease human moderator capacity and focus automoderation training efforts,
so that the worst content could be handled first. Our framework on the severity of online harms
offers a taxonomy that can be employed and scaled for a variety of content moderation approaches,
and it also provides new lenses through which to examine moderator practices and experiences.

3 Assessing the Severity of Harm in Other Domains

Many other domains also utilize prioritization frameworks to streamline processes, allocate re-
sources, and assess impact. Such perspectives offer valuable insight to social computing and content
moderation, which necessitates decision-making around what forms of harm to research, how
to build policies for a wide variety of harms, and how content moderation labor is prioritized.
In the final section of our related work, we discuss prioritization frameworks in other domains
and how they might inform a framework of online severity. To guide our work, we did an initial
literature review of how other disciplines and professions approach severity. While our analysis is
not exhaustive, we briefly present frameworks of severity in other domains here for two reasons.
First, they provide alternative frameworks from which to contextualize our work. Second, these
domains guided our interviews with some of our expert participants, who worked as practitioners in
these domains, as we delved more deeply into how their work shaped their perspectives on severity.
Specifically, we present a brief overview of three practice-based domains and their approaches to
severity: (1) law, (2) law enforcement, and (3) mental health.

When considering severity in law, particularly with the judicial system, we can see a punitive
approach to severity. Here, sentencing correlates to the amount of harm a person has caused. A
familiar example might be how murder is assessed in the United States. Though varying by state, a
common differentiation is murder by “degrees,” where first-degree murder describes intentionality
in the planning of the crime, while second-degree murder typically describes unplanned killing
or death resulting from reckless disregard for human life. Alongside these degrees are differing
sentencing limitations, written into law with increasing severity of punishment depending on
the degree of the crime. When mapping the punitive model to content moderation, moderation
actions—such as warning or banning—are commonly associated with the “degree” of the violation.

Local law enforcement, meanwhile, often triages using a time-based approach when dispatching
offers. Due to the wide range of incoming calls, 911 operators, police dispatchers, and officers
have to prioritize tasks based on a “severity” criteria that prioritizes danger to human beings. Calls
move through a pipeline based on the information provided by the caller, starting first at the 911
operator, then queued to a police dispatcher, and then making its way to an officer for response.
When prioritizing calls, operators and police follow strict risk hierarchies, foregoing a “first come,
first serve” to focus on the most severe cases first. “Priority codes” define how quickly a police offer
should respond to a call, where the number “1” usually represents the highest priority (e.g., violent
felonies in progress, shootings, fellow police officer down) (e.g., [25, 33, 58]). Priority 1, or P-1,
calls require an immediate response—while the response time required becomes less immediate
as priorities numbers increase (e.g., P-3). Lower priority calls often make up the majority of calls
received, necessitating a perspective on severity that prioritizes fewer calls with higher risk [7]. If
attempting to implement a moderation framework like that of law enforcement, content deemed
urgent to address would be prioritized.

Finally, mental health professionals assess severity through an persistence approach focused on
assessing the needs of an individual based on the duration of their symptoms and the physical
threat they pose to themselves and others. Their methods for assessment are highly consistent,
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documented in the International Classification of Diseases (ICD-10) or, in the United States, the
Diagnostic and Statistical Manual of Mental Disorders (DSM). The ICD and DSM code the severity of
mental illness, where some mental illnesses are considered more severe than others. The timespan
of mental illness and impact on individual wellbeing largely determine severity. Determining the
severity of a mental illness involves assessing the duration and the debilitation of the symptoms an
individual is experiencing. Long-term symptoms that make it difficult for the individual to operate
are considered the most severe, while short-term symptoms that do not greatly impact daily life are
considered the least severe. Similarly, the severity of self-harming behaviors is also often measured
by well-documented scales that take into account factors like the duration of behavior, the frequency
of self-harm acts, and the physical danger those acts pose. A mental health moderation framework
would assess the number of times an individual engages in harmful behavior, and whether that
behavior presents a physical threat to themselves or others.

Beyond these three, many other domains provide both practice-based and theory-based prioriti-
zation frameworks as well. For example, we might examine homelessness prevention to understand
prioritization frameworks constrained by lack of resources that force allocation decisions. We might
also look to feminist perspectives on restorative-justice for frameworks that prioritize survivors of
harm before punitive measurements.

Regardless of the source, these frameworks often represent an idealized outline for researchers
and practitioners to follow, but often break down in practice; many may not be as clearly followed as
guidelines or law dictate, resulting in a degradation of public trust and the efficacy of domain-based
services. For example, failures of law enforcement to adequately protect citizens has reached a
cultural crisis in the United States (failures of law enforcement) (e.g., [55, 65, 74]). Similarly, punitive
measures taken in the United States judicial system have been heavily criticized for mishandling
sexual assault cases (e.g., [3, 9]). However, even with their limitations, frameworks like these can
provide a common ground around which practitioners can organize and prioritize their efforts.
Likewise, they can also provide a publicly available baseline that can promote accountability.
Towards this end, we asked: what makes content harmful, and how can we assess the severity of
that harm?

4 Methods

To understand the relationships between the wide variety of harms that occur online, we conducted
a rich interview (with qualitative card-sorting) study with two groups of participants. First, we
interviewed experts who work in content moderation, platform policy, and occupations focused on
harm assessment and mitigation (e.g., law enforcement, mental health research). Expert participants
involved in moderation and platform policy had deep contextual knowledge about how platforms
currently handle and think through harm mitigation practices. Those who worked in other areas
of harm mitigation, like mental health researchers, offered unique perspectives on how other
domains outside of online platforms think through harmfulness and the severity of harm. Second,
we interviewed general population participants who use social media regularly. General population
users offer a broader insight on what it is like to actually interact with the platform interfaces where
harm occurs, and are the “end users” harm mitigation practices are meant to protect. Our interviews
and card-sorting activities focused on how a wide range of people from differing backgrounds
assessed the relationships between different forms of harm, particularly what makes some harm
particularly “bad”

Through these interviews, we discovered numerous overlapping themes of harm that indicated
how participants weighted, prioritized, and assessed harmfulness. We aimed to understand what
made certain harms more severe, rather than which specific harms were considered most severe.
Our analysis showed how participants assessed the severity of harm, what aspects of a harmful
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interaction or harmful content increased the impact of that harm. We embraced a grounded-theory
inspired approach to develop a framework for the severity of the harm of online content [18]. Our
process involved first gathering broad, open-ended information and then iteratively analyzing the
data before deductively validating our themes. Our data consisted of semi-structured interviews
with participants, including a card sorting activity.

Table 1. Due to the scale of methods employed in this study, the table above simplifies each step
into simple phases. Participant recruitment (as described in Section 4.1) covered two participant
groups: experts (divided into 3 Sub-Groups) and general population. Data collection (as described
in Section 4.2) occurred in two phases within each of these participant groups: inductive and
deductive. Data analysis (as described in Section 4.4) occurred iteratively as we collected data from
all 4 participant groups.

Method Phases
Step Phases Details

Phase One: Interviews with 3 expert sub-groups.

Phase Two: Interviews with gen pop.

For each participant group, we inductively analyzed data
during interviews, then switched to deductive interviewing
Data Collection Two  aimed at confirming emerging themes.

Phase One: Inductive interviewing within subgroups.
Phase Two: Deductive interviewing within subgroups.
Phase One: Iteratively analyze and confirm data from Sub-
Group 1.

Phase Two: Iteratively analyze and confirm data from Sub-
Group 2 as compared to themes from Sub-Group 1.

Phase Three: Iteratively analyze and confirm data from
Sub-Group 3 as compared to themes from Sub-Groups 1 & 2.
Conduct a comparative analysis of themes from Sub-Groups
1 & 3 in the context of industry expertise.

Phase Four: Iteratively analyze and confirm data from Gen
Pop. Conduct a Comparative analysis of themes between
all Expert Sub-Groups and Gen Pop.

Participant Recruitment ~ Two

Data Analysis Four

In this section, we describe (1) participant recruitment; (2) the design of the card sorting activity,
including the creation of the categories of content we assessed; (3) the design of the interview
protocols; and (4) our data analysis process.

4.1 Participant Recruitment

We recruited a total of 52 participants over two phases of data collection. All interviews were
conducted in English. Participants were located in North America, Western Europe, and South Asia.
Participants included 29 women, 22 men, and 1 non-binary person. We recruited participants using
three methods: direct recruitment via email, a recruitment survey on social media, and snowballing
[23]. A number of participants spoke to us under the understanding that we would not reveal their
specific positions. We instead report on what is most important for this work: their professional
expertise. We bucketed participants into broad categories that do not reveal their individual job
titles, but showcase their expertise on moderation, harm, and social media guidelines. The expertise
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Table 3. A table of all participants, including their role in the study (expert or general population
(“gen pop”)), their gender, their high-level expertise area, the context they work in, and the region
they are situated. All industry experts worked in the context of content moderation, including but
not limited to: the creation of community guidelines, research on content impacts, management
of employees or projects, and processes relevant to moderation. Individuals were bucketed into
high level expertise areas to protect their identities. Asterisks denote participants who acted as
"community partners,’ providing member checks to the researchers during the research process.
Participants in academia or non-profits were assigned more granular expertise areas—in particular,

the areas for which they were recruited for.

Number Type Gender Expertise Context Region

E1 Expert Woman Policy Industry North America
E2 Expert Man Research Industry North America
E3 Expert Woman Mental Health Industry North America
E4 Expert Man Mental Health  Industry North America
E5 Expert Woman Management Industry Western Europe
E6 Expert Woman Policy Industry North America
E7 Expert Man Management  Industry Western Europe
E8 Expert Man Policy Industry North America
E9* Expert Woman Policy Industry North America
E10* Expert Woman Policy Industry North America
E11 Expert Woman Policy Industry North America
E12 Expert Woman Policy Industry North America
E13 Expert Man Engineering Industry Western Europe
E14 Expert Woman Policy Industry North America
E15 Expert Man Research Industry North America
E1l6 Expert Woman Moderation Academia North America
E17 Expert Woman Mental Health Academia South Asia

E18 Expert Woman Feminism Academia North America
E19 Expert Man Law Academia North America
E20 Expert Woman Mental Health Academia North America
E21 Expert Man Moderation Academia North America
E22 Expert Woman Feminism Non-Profit North America
E23 Expert Man Law Law Enforcement North America
E24 Expert Woman Moderation Academia North America
E25 Expert Man Policy Industry South Asia

E26 Expert Woman Policy Industry South Asia

E27 Expert Woman Policy Industry South Asia

E28 Expert Woman Policy Industry South Asia

E29 Expert Man Policy Industry South Asia

E30 Expert Woman Policy Industry South Asia

E31 Expert Woman Policy Industry South Asia

E32 Expert Man Policy Industry South Asia

E33 Expert Man Policy Industry South Asia

E34 Expert Man Policy Industry South Asia

E35 Expert Man Policy Industry South Asia

E36 Expert Woman Policy Industry South Asia

E37 Expert Woman Policy Industry South Asia

E38 Expert Man Policy Industry South Asia
E39 Expert Woman Policy Industry South Asia

E40 Expert Woman Policy Industry South Asia

368:9
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Number Type Gender Expertise Context Region

G1 Gen Pop Woman N/A N/A North America
G2 Gen Pop Woman N/A N/A North America
G3 GenPop (Trans) Woman N/A N/A North America
G4 Gen Pop Woman N/A N/A North America
G5 Gen Pop Woman N/A N/A North America
G6 Gen Pop Woman N/A N/A North America
G7 Gen Pop Man N/A N/A North America
G8 Gen Pop Man N/A N/A North America
G9 Gen Pop Man N/A N/A North America
G10 Gen Pop Man N/A N/A North America
G11 GenPop Man N/A N/A North America
G12 Gen Pop Non-Binary N/A N/A North America

area of "policy” indicates an expertise with community guidelines, whether through development,
research, or moderation. In general, participants can be divided into four sub-groups: (1) industry
experts from Company 1 (E1-E15); (2) non-industry experts (E16-E24); (3) industry experts from
Company 2 (E25-E40); and (4) general population users (G1-G12). A full table of all participants,
their demographics, and their expertise areas can be found in Table 3.

During our first phase of data collection, we recruited 40 experts with diverse experience related
to content moderation. Company names were anonymized as requested by the companies for
researcher access and to also protect individual employees. Similarly, we indicate broader regions
for each participant to avoid specific associations with companies and individuals. We recruited
experts from Company 1 directly via email and through snowballing with community partners.
We recruited experts from Company 2 by reaching out to the company to arrange interviews
with employees. All of the expert participants interviewed during this phase are referenced in
our findings using the letter ‘E’ (e.g., E17). Overall, this phase of expert interviews occurred in
three stages. First, we interviewed experts working at a large North American tech company
(“Company 1” henceforth, 15 participants). Then, we interviewed experts working in contexts
outside of industry, primarily academia (9 participants). Third, we interviewed experts working at
an international technology consulting company in South Asia, geographically where a large part
of the content policy workforce in the social media space is located [62] (“Company 2” henceforth,
16 participants).

The majority of our interviews were with professionals working in the content moderation and
policy space as they have unique, specific expertise when considering how to handle different
content online. These interviews included individuals who worked on content moderation and
policy teams, whose roles ranged from policy making to research on harm to mental health support
(n = 35).

We also wanted to ensure we included other perspectives outside of content moderation, harass-
ment research, and platform policy. As such, we recruited 5 additional participants with expertise in
the areas mentioned in section 3. These participants included a lawyer (n = 1); a law enforcement
officer (n = 1); a feminist scholar (n = 1); and mental health researchers (n = 2). Experts in law,
feminism, and health provided specific perspectives in their domains. For example, our lawyer
participant discussed local and regional law, while our feminist participant discussed severity
from a survivor-centered stance. We recruited these participants through direct email solicitation.
Potential participants were identified by the research team through personal contacts, snowball
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sampling, and searching websites like Google and the ACM for key terms (e.g., “content moderation
researchers”).

During phase two of data collection, we recruited “general population” participants. Given that
the general population is the intended user of social media platforms, we felt is was important
to understand their perspectives on harm and severity as well. Further, general population users
sit on the other side of the screen from industry experts, and can offer insight into viewing and
experiencing harmful content. Therefore, the data of 6 general population participants contributed
to the inductive analysis of severity. while the remaining data of 6 general population participants
contributed to the deductive analysis. These participants were recruited using two methods. The
first was through a Qualtrics Panel, a service provided by Qualtrics for recruiting participants. The
second was through social media recruitment and snowballing. We posted a recruitment survey
on social media platforms like Facebook, Twitter, and Reddit; we also asked contacts to share the
survey. We targeted participants that were 18 and older, given the sensitive nature of the interviews.
We indicate general population participants in our findings using the letter ‘G’ (e.g., G6).

4.2 Interview Design

Semi-structured interviews were aimed at understanding concepts of severity when relating harm-
ful or violating content online. We chose to conduct semi-structured interviews to gather rich
perspectives from each participant in relation to their own contextual experiences, either as “domain
experts” or general social media users. Interviews awarded us the opportunity to ask clarifying
questions, seek out examples, and investigate participants’ experiences with violating content in
their own lives [70].

We conducted interviews iteratively over the course of ten months. We conducted all interviews
using video conferencing software. We audio recorded interviews with participant consent using
the affordances embedded in the conferencing software. While we acknowledge that video confer-
encing services limited participants with slower connections or lack of access to laptop or desktop
computers from participating in the study, we chose to use video conferencing so participants could
share their screens while doing the card sorting activity. Screen sharing allowed us to follow along
with the card sort, noting any shifting of the card sorts in real time, so that we could follow-up
with questions. We also asked participants to “think aloud” while conducting card sorts [19].

Interviews were conducted in two phases for each sub-group of participants. How these phases
co-occurred with analysis is shown in Figure 1 in Section 4.4. The first phase was open-ended and
exploratory. During this phase, we still regularly open coded and wrote memos about our findings
[18]. Interview questions were designed to first establish a general conception of severity in the
eyes of each participant. For example, “How do you define harm (online or offline)? How would
you determine if one harm is worse than another?” We then asked detailed questions of each card
in the card sort. For example, “Why did you place (that card) in that place? What makes it more
severe than the above card? What makes it less severe than the above card?” We iteratively coded
these interviews to induce thematic conceptions of severity until we reached salience [18].

The second phase was was aimed at confirming the thematic categories that arose during the first
phase, and adjusting them with any additional information gleaned [18]. These interviews were
still focused on the card sorting activity, with a focus on deriving the most high-level reasoning
behind participants’ rankings of severity. At the end, we asked participants how they felt about the
themes derived during the first phase of interviews. For example, “Did you consider (theme) while
ranking your cards?” and “Does the medium of content impact the severity of harm?” Through
our interviews with the general population, we confirmed the majority of the themes previously
coded in our expert interview sub-groups. No new themes arose through our interviews with
general population participants, but they offered unique perspectives on the themes we had already
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identified—including different perspectives on content-level rankings in the card sorts. We discuss
these differences more in Section 6.1.2.

The phase process was iterative across the two interview phases. So for each sub-group, we
iteratively coded and analyzed transcripts as we interviewed, moving into confirming themes as we
reached saturation. Each additional sub-group of participants was contributed further to thematic
saturation, with general population participants triangulating the themes observed in expert phases
of interviews. A diagram of interview and analysis phases can be seen in Figure 1.

4.3 Content Categories for Card Sorting

Alongside interviews, we conducted a card sorting activity with participants. Card sorting is a
usability technique often employed by user experience designers and information architects to
understand how users would organize or rank categories of data or information [73]. We conducted
both interviews and card sorting with each participant in the same session. The categories we used
for card sorting are shown in Table 6.

Card sorting allowed us the opportunity to understand severity using concrete examples of con-
tent already moderated on most social media platforms. We probed participants during interviews
on their perspectives on severity in the context of their card-sorting decisions. We were able to
inquire about their decisions to rank certain content as more or less severe than others, and also
to clarify whether they believed the severity of content should be considered in rank-order or
in ranked groups. In other words, we were able to clarify whether or not participants felt some
content was equally severe and why they might feel that way. This approach informed both our
deeper understanding of our card sorting data, contextualizing it beyond numerical averages for
which to rank content, and the deductive phase of our data analysis, in which we applied qualitative
concepts to a potential policy ranking of severity [19].

We used categories of content from Jiang et al., who conducted a content analysis of eleven
social media platforms with the most monthly active users based on published statistics, which
revealed 66 different policy violations across eleven different social media platforms [41]. We
conducted a secondary thematic grouping of the 66 violations that resulted in 20 more abstract
content categories. Some platforms already do this. For example, Facebook, which seems to have the
most extensive list of policies [41], breaks down what they call “Violence and Criminal Behavior”
into five different categories of policy [27].

We do acknowledge that not all categories of potentially harmful content may be present in our
final list. As our goal was not to rank granular content by severity, but rather to assess high-level
concepts about what might make some policies more or less severe, we felt this simplification was
appropriate. It also made it more manageable for participants to card sort and discuss. Further, not
all content categories are actively enforced on social media websites—meaning, not all content is
actually removed from websites if it is posted (e.g., child nudity). However, regardless of whether
the content is deemed as removable by moderation teams, websites maintain policies on such
content.

We also found it ethically problematic to show participants—even those working as experts in the
moderation space—examples of specific content (e.g., harassment posts, images of graphic violence).
Beyond that, some content is illegal to possess (e.g., child pornography) and may be considered
highly traumatic to view, as we did discover through our findings. Therefore, all card categories
instead contain textual examples, as seen in Table 6. The researchers also clarified any examples
with participants as they went through the card sorting activity. We regularly referred to the specific
examples to ensure participant understanding, as well. Therefore, we believe the limitations of not
assessing actual moderated content examples was appropriate both methodologically and ethically.
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Table 6. A table showing the content categories used in the card sorting. For each high-level
category violation (e.g., “Platform Abuse”) we also provide examples of that violation (e.g., spam,
fake accounts). When conducting the card sorting activity and interviews with participants, each

card contained examples of content violations.

Content Categories and Examples

Category

Examples

Adult Sexual Exploitation

Platform Abuse
Targeted Attacks on an Individual Person

Pornography

Coordinated Attacks that Promote Harming People

Violence
Self-Injury and Eating Disorder Promotion

Graphic Violence Imagery

Direct Harm to Children
Animal Abuse

Sale of Firearms and Sex Work (“Prostitution?)

Hate Speech

Coordinating Scams and Political Attacks
Hard Drug Sales

Informative Images of Graphic Violence
Suicide Promotion

Regulated Goods

Child Nudity

Adult Non-Sexual Nudity and Digital Nudity

Coordinated Attacks that Directly Harm People

Sextortion!, adult non-consensual sexual
images

Spam, fake accounts

Bullying, harassment

Pornographic images of adults, sexual
texts

Terrorist propaganda, hate groups, cele-
bration of mass murder

Credible threats of injury or murder
Images or posts of pro-anorexic content
Images of gore, sadistically celebrating vi-
olent images

Child pornography, child grooming
Videos or images of animals being abused
Things that are illegal or highly regulated
to sell online

Slurs, encouraging violence against a pro-
tected group

Misinformation, fraud, voter suppression
Advertisements for the selling of drugs
like cocaine and heroin

Disturbing journalistic images of war
Urging people to kill themselves, posting
videos of suicide that promote suicide
Selling marijuana, tobacco, or alcohol
Images parents post of their children in a
bathtub

Images of nude adults, drawings of nude
adults

Human trafficking, mass murder coordi-
nation

Each participant was asked to rank the above categories by severity using the online tool,
OptimalSort [1]. Cards were randomized for each participant, mitigating ordering effects. We asked

ISextortion is a form of sexual exploitation that involves coercing or bribing a person for sexual favors, often by threatening

to release intimate details or photos to the public, to the victims’ workplace, or to the victims’ loves ones.
2Many content policies group these together as things that are illegal to sell on their services. Many policies also use the

terms “prostitution” and it was often more familiar to our participants, which is why we decided to keep the term on our

cards. This category was determined with the help of our community partners, who practice policy in a North American

tech corporation and are adopting North American perspectives on legality.
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participants to sort from most severe (1) to least severe (20). Participants could either sort cards into
rank order (1, 2, 3, ...) or in ranked groups (1, 1, 2, 3, 3...), in cases where they felt some content was
“equally severe.” Each participant was asked to “submit” their card sort data through OptimalSort.
We then exported the card sort data to a spreadsheet for each participant so that we could conduct
data analysis.

4.4 Data Analysis

We adopted constructivist grounded theory methods in conducting and analyzing our research [18].
We open-coded the first phase of data collection in three iterations, using each iteration to further
our knowledge of our data and inform our coding scheme. During the second, deductive phase of
data collection, we explicitly asked participants questions prompted by our framework. Our aim
was to increase our data coverage across the various themes while also vetting our analysis during
the first phase. We also open-coded this phase of data collection, confirming previous codes and
developing new ones.

Through each iteration, we coded each participant transcript in segments with lower level ideas
found in the data. We then later conducted focused coding to group these data into higher-level
categories. These categories reflected factors that participants regularly referenced or considered
when determining severity across the forms of harm we discussed. Next, we derived two sets of
themes by analyzing the relationship between these categories [66]. In this paper, we present these
two sets as our severity framework. Our first set of themes describe the Types of Harm, abstracted
collections of different forms of harmful content and interactions which may be analyzed through
a lens of severity. The themes from the second set describe Dimensions, what shapes the severity
of Types of Harm or more granular instances of harm.

Data Analysis and Theory Formation Process

T

Experts Gen Pop
Sub-Group 1 : Sub-Group 2 : Sub-Group 3 Gen Pop
Company 1 , Non-Industry . Company 2
E1-E15 1 E16-E24 : E24-E40 G1-G12
— —
_ _

O O O O
v

Fig. 1. The figure above shows how we analyzed data within participant sub-groups and across
participant sub-groups. Expert participant sub-groups are shown in gray, while general population
participants are shown in white. The circular arrows represent the constant comparison of induction
and deduction within each sub-group. The horizontal arrows between Sub-Group 1 & Sub-Group
2 and Sub-Group 2 & Sub-Group 3 represent the comparisons made between themes as they
emerged between groups. We also compared Sub-Group 3 themes to Sub-Group 1, as they were
different companies in different regions. Finally, we compared themes from Gen Pop to aggregated
themes from all Experts to develop the finalized Framework of Severity.
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Throughout this process we wrote and re-wrote memos describing our categories and themes,
discussing as a team examples we found in participant data that both fit and did not fit. We
also engaged in “member checking” with expert community partners (E9 and E10, who became
participants after their establishment as community partners) throughout our data collection and
analysis [66]. We discussed the development of our theory, particularly within the context of an
online platform, and they regularly provided feedback on the feasibility and utility of the framework
from their respective expertise areas. In reporting our findings, we find it important to note that
while we analyzed all transcripts, we only quoted information from participants who expressed
comfort in being quoted. Some participants could not be quoted due to privacy concerns related to
their occupations.

5 A Theoretical Framework of Severity

Our goal was not to understand how specific instances in the card sorting activity were differently
ranked; rather, we present a framework that describes the thinking behind severity rankings. In
organizing our findings, we describe our framework of severity in two parts. Though our focus was
on understanding the factors that influence how severe a particular harm might be, participants
inevitably discussed these factors in terms of concrete harms. Therefore, we first present a taxonomy
of four Types of Harm that participants considered in evaluating severity: physical harm, emotional
harm, relational harm, and financial harm. We then explain the contextual factors we found
that impacted severity of harm, which we call Dimensions of Severity. These dimensions shaped
participants’ perspectives on what makes one harm more severe than another, and thus provide
insight into how degree of harm can be assessed.

5.1 Types of Harm

Participants defined the harm caused by online content, behaviors, and interactions in a multitude of
ways. We start by detailing four general categories of Types of Harm that emerged from participants’
discussions of harm severity, but note that they often described how these harms intertwined,
informing and compounding one another. We provide broad definitions for what kinds of harm
participants felt violating content might result in—a classification schema otherwise absent in
current literature on online harms.

5.1.1 Physical Harm

Physical harm is bodily injury to an individual or group of individuals, including self-injury, sexual
abuse, or death. Though the factors that impact severity will be detailed in Section 5.2, it is worth
noting that most participants spoke about physical harm (e.g., murder) as having the highest
capacity for severe harm:

“Twould put physical harm above emotional harm ... because it is most measurable and
proximate, but I would - emotional harm would be a strong second.” —E10

Physical harm could intersect with other Types of Harm. For example, physical harms are
commonly accompanied by emotional harms, such as those caused by physical abuse. Furthermore,
these emotional harms are not only experienced by the victims of the harm but also viewers
of the harm—commercial moderators have been suffering from emotional trauma as a result of
reviewing content containing physical harm [62]. We discuss the perspectives from which the harm
is experienced in more detail in section 5.2.1.

5.1.2 Emotional Harm

Emotional harm ranges from an annoyance (at its least severe) to a stressful or traumatic emotional
response (at its most severe), whether fleeting or long-lasting. Some emotional harms were viewed
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as having a low capacity for causing harm, such as content like spam. As pointed to by E20, spam
was viewed as more “annoying” than anything: “It’s not actively going to endanger somebody’s
life, it’s just annoying.” However, many forms of emotional harm were considered to have a high
capacity for harm, particularly at the intersection of both emotional and physical harm. E24 noted
that the capacity for harm of emotional content is often underestimated:

‘I think people way underplay emotional harms, and so I'm always cautious to be like,
“The physical is distinctly more important.” Depictions of [direct harm to children and
terrorist attacks] ... are really traumatizing to witness.” —E24

Emotional harm, broadly, also intersected greatly with other Types of Harm. As mentioned in the
last section, emotional responses are often derived from physical harms. Similarly, relational harms
also had financial outcomes. Losing professional opportunities, for example, was also accompanied
with stress.

5.1.3 Relational Harm

Relational harm is defined as damage to one’s reputation or their interpersonal, professional,
or larger community relationships. Relational harms were often seen as a side effect of other
physical and emotional harms, like sexual exploitation. Participants discussed how survivors of
non-consensual sexual imagery were often demonized or stigmatized by others, including their
workplaces:

“Anything that is non-consensual, it shouldn’t be out there. It’s going to harm that person.
It’s going to harm them emotionally, it’s going to harm their income, if it gets out, it’s
going to harm the way people perceive them, that it might not be them, the way they want
to be perceived because it’s something that they don’t consent to doing in the first place.”
—G4

Once more, the compounding of multiple Types of Harm was prevalent in how participants
discussed harms to professional and personal relationships.

5.1.4  Financial Harm

Financial harm is defined as material or financial loss, including the loss of digital assets like
accounts. Financial harm covered included harm resulting from scams (e.g., phishing), stolen or
hacked accounts, and bribery and blackmail.

Once more, financial harm intersected with other Types of Harm. For example, E8 elaborated on
the financial burden of emotional blackmail as well: “Financial or content sextortion can be horrible
in real-world terms.” Financial harm was also often viewed as a side effect of other Types of Harm,
such as sextortion, which can encompass all Types of Harm identified in this framework.

We have detailed four Types of Harm, which were often viewed as intersecting or compounding
by participants: physical, emotional, relational, and financial. These Types are often attributed to
harmful contents, behavior, or interactions by participants (e.g., murder coordinating being seen
as physical harm). While these types themselves do not have inherent bearings of severity—for
example, physical harm is not necessarily worse than emotional harm, and peaceful deaths can also
be less severe than bodily injuries caused by attacks, these contextual considerations shaped the
severity of particular harms, which we call Dimensions of Severity. In the next section, we outline
these eight dimensions that increase or decrease the severity of a particular harm.
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Dimensions of Severity

Dimension

PERSPECTIVE >
Target Viewer Actor

INTENT <€ >
High Intent Low Intent
to Harm to Harm

AGENCY >
Low Agency High Agency
(No Choice) (Complete Choice)

EXPERIENCE <
Extremely Objective / Neutral
Personal

SCALE < >
Large Scale Small Scale

URGENCY € >
High Urgency Low Urgency
(Immediate Action) (Non-Immediate Action)

VULNERABILITY <€ >
High Vulnerability Low Vulnerability
(Vulnerable (Non-Vulnerable
Individuals & Groups) Individuals & Groups)

MEDIUM < >
Live Video Video Image Text

SPHERE
Public Private

Legend

Increase-Decrease No Change in Severity One-Way Increase
in Severity : (Perspectives Differ) : in Severity
Increasing Decreasing 3 Increasing No Change

Fig. 2. Dimensions of Severity on each of their associated scales. Note that some scales were
different depending on the Dimension.

5.2 Dimensions of Severity

In addition to the Types of Harm, participants also considered the contexts in which the harm
occurred when evaluating severity. Through an analysis of participants’ descriptions as they
assessed different forms of content, we developed eight themes that shaped participant perspectives
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on severity. We call these themes the Dimensions of Severity, the contextual factors which either
increased or decreased the level of severity of harm. The eight Dimensions we identified were:
Perspectives, Intent, Agency, Experience, Scale, Urgency, Vulnerability, and Sphere.

Each Dimension could also be more or less severe. For example, in the Dimension called Vulner-
ability, participants felt harm against children and animals were more severe than harm against
adults. This perspective indicated that harm against individuals with high vulnerability, like that of
children or animals, was more severe than harm against those with low vulnerability. These factors
also influenced the way Dimensions might compound on one another to increase the severity of
harm. For example, if a harm was targeted at those with high vulnerability and at a large scale (e.g.,
child trafficking rings that impact many children), then the combination of high Vulnerability and
high Scale compounded participant perspectives on severity of the harm. Generally, participants
had agreed upon understandings about increased and decreased of severity within Dimensions.
The exception to this shared agreement was within the factor we called Sphere, for which opinions
of whether private or public harm was worse differed even within content categories (e.g., Targeted
Attacks on an Individual) (see Section 5.2.9). We demonstrate the relative scales of severity within
each Dimension in Fig. 2.

In the following sections, we detail the definitions of Dimensions gleaned from our data, as well
as how each Dimension impacted participant perspectives of severity.

5.2.1 Perspectives (of Actor/Viewer/Target)

All participants discussed harm from three subject perspectives, each shaping the level of severity
of the harm. First was the actor, or the person contributing to the harm being caused, regardless
of intent. The actor was never viewed as a victim or survivor of a harm, but rather the source
of harm. Therefore, severity was attributed to their actions and the impact those actions might
have on others. Further, the severity of the actor’s harm on viewers and targets informed decisions
about how to act against those actors. In other words, actors are not viewed as experiencing harm
but causing it, but they are still relevant stakeholders when considering moderation action. For
example, E1, who works on actor-level analyses of harmful content, discussed the forms of harm
caused by actors, and how actors are reprimanded by what her team views as severity of those
harms:

“If it’s less severe but more frequent, then the actor will probably ... not get disabled, but
have a warning or a strike against that account, versus if it’s very severe ... Even if someone
was child grooming one time, that account should be disabled.” —E1

The second perspective is the viewer, a witness to harmful content or interactions. Viewers were
often characterized as suffering most from emotional harm, often from witnessing undesirable
content. The severity of harm attributed to viewers was dependent on how traumatic that content
was determined to be. ‘T think that it would be incredibly traumatic and more harmful to just randomly
come across an image or child abuse or mutilated humans.”

Emotional trauma might also be compounded depending on the medium of the content. For
example, E3, who worked with professional content moderators, discussed how live streaming
violence or sexual abuse was the most traumatic, and thus most severe, for viewers. For example,
E18 imagined what it would feel like to stumble on visually graphic content:

“In my experience so far in this position, the worst, or most intense types of content have
typically been images or videos. And I would say worst is live videos. Live streaming and
that is of an individual who is defenseless and is being abused.” —E3

The third perspective is the target, the person who is, or people who are, being directly targeted
by an actor. Most often, the target was considered to experience the most severe levels of harms, as
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the target was most associated with what participants often referred to as “real world outcomes”—
like sexual abuse, physical harm, and death. G3 earnestly expressed how they weighted the severity
of harm between viewer and target: “Like what would you imagine the worst thing to happen to
someone you love is. So I guess that’s kind of imagining both the impact on them but also like how
you’re dealing with it. But I think maybe a little more focus on the impact to them.”

During interviews and card sorting, participants often switched perspectives, particularly be-
tween targets and viewers. The roles of actors, targets, and viewers can be undulating and unstable.
It is also possible that viewers or targets can become actors given a certain situation (e.g., the target
of harassment starts calling the other harasser slurs). Thus, we present examples encapsulating
multiple perspectives throughout the remaining Dimensions.

5.2.2 Intent (as Perceived by a Target/Viewer)

When participants discussed severity in relation to the actor, they did so through the lens of
perceived intent (n = 31). Intent was generally discussed when imagining whether harmful content
or interactions were purposeful or not. In some cases, participants felt that the impact was more
important than the intent (n = 13)—particularly for high severity outcomes, like physical harm. In
other cases, if the intent was imagined to be benign, participants felt it was more important than
impact (n = 18)—particularly for low severity outcomes, like posting images containing nudity.
Participants’ views on intent and its importance varied based on how severe they felt the harm was.
In discussing non-sexual child nudity, G5 felt that the intent of the people posting the images—often
parents or family—should be taken into account:

“T guess I put it pretty a little down because generally pictures like that are not, personally
I put a lot of store behind intent. They’re typically posted by parents who think it’s a cute
picture and they want to put it online.” —G5

G5 found that the outcome of child nudity online could be severe for the child. G12, also discussing
child nudity, felt the opposite. They felt that, while the intent may be benign, it is the impact on
the child that should be considered when thinking about the level of harm:

“Tdon’t think they realize that when you put something on the internet like that, it’s there
on the internet and regardless of what your intent behind the image was, even if it was
harmless. Somebody out there is going to probably find that image or come across that
image and their intent is not going to be harmless and you never know what is going to
spiral out from there.” —G12

Many participants shared G12’s perspective: impact is more important than intent when assessing
the severity of content, particularly for content that causes emotional and physical harm. Given
the nature of intent to be difficult to solidly pinpoint, it was discussed through the perception of
viewers and targets—which is also relevant to how moderators, as outside parties, would have to
consider intent.

5.2.3 Agency (of the Target and/or Viewer)

The agency of the person harmed—whether they had a choice to participate in either the harm or
circumstances leading up to the harm—was influential in how participants described ranking their
decisions (n = 34). For example, participants often felt if the person engaged in harmful behavior
of their own volition, then the harm was less severe. In this case, E13 discusses how the category
“Hard Drug Sales” was relatively mild in severity:

“So for like drugs I mean, yes, selling drugs is illegal but at the same time you are consuming
at your own risk. So, yes, that’s on the bottom of my list. It’s whoever presumably buying
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it knows what they are doing. Nobody ever buy illegal drug unknowingly that, "Oh, I
didn’t know that I am buying some kind of drug.” —E13

On the other hand, harms associated with a lack of choice were considered more severe. This
included content like mass murder coordination, bullying, suicide promotion, and sexual exploita-
tion.

Yet, agency was often an area of controversy, as a handful of participants actually considered
some sexual abuses less severe than the majority of participants, such as non-consensual sexual
imagery. For example, P11 would blame himself for sharing that imagery in the first place:

“Because I want to share my private pictures with this person, who I really thought this
person would be cute or something like that, and then it ended up not being the case, it’s
Just like, it will end up biting you back in the butt. That’s why I kind of didn’t really see it
as important I guess.” —G13

Similarly, E11 felt that, while severe, content that encourages self-harm was not as severe as
non-consensual harm, because those who self-harm have to make the choice to do so:

“A user, ultimately, may not... At the end of the day, is somebody wants to harm themselves,
they didn’t need [an online platform] to do that, right? —E11

Participants’ disparate feelings about certain content highlighted the underlying beliefs, cultures,
and attitudes participants brought with them when considering the severity of content. In the next
section, we discuss instances where participants felt one’s own life experiences shaped their beliefs
about severity.

5.2.4 Experience (when Assessing a Harm)

Some participants elucidated that specific experiences within their own life shaped their views on
the content we discussed (n = 22). Bad experiences with certain categories themselves led them
to consider them highly severe. G9 summed up this perspective in discussing the importance of
considering people’s personal experiences:

“The more personal I think it is the more severe it is. You can wage a personal attack
on someone and it’s more likely, when you speak personally about someone, you try to
denigrate them personally over their beliefs or whatever they do, it’s going to be significant
more harmful” —G9

The subjective nature of harm was true for many participants, who openly discussed difficult
life events that shaped their perspectives on severity. For example, G1 earnestly discussed her
experience with rape, saying “to me it’s the worst thing that can happen.” G4, a member of many
mothers groups for addicts, felt vastly different from E14 above. Her experience led her to rank
hard drug sales as highly severe:

‘I see a lot of other mothers on there that because of the sales of these type of drugs have
changed their whole life from day-to-day. Their life is just hell now and it shouldn’t be
allowed to be something that is sold or promoted in any sort of way.” —G4

Some participants experiences led them to make vastly different decisions than others. For
example, G2 was the only participant to rank pornography as highly severe; she ranked it as the
single most severe form of content. Previously a deputy sheriff, she associated pornography with
violence: “Violence always comes after pornography.”

However, while participants acknowledged that harm was subjective, they all still tried to imagine
an “objective” view outside their personal experiences when talking about harm—particularly harms
not directly relevant to their own experiences, as highlighted in this section. Many of them tried
to remove their own feelings about specific content—or they simply had little experience with it.
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Remaining objective in their assessment was particularly salient for expert participants discussing
severity in industry contexts. In the next section, we discuss participants’ conceptualizations of a
dimension of severity many imagined as objective: scale.

5.2.5 Scale (of the Harm)

Participants often brought up the concept of scale—which referred to either the number of people
impacted at once by the same content or event, or the amount of actors dedicated to harming an
individual or group (n = 26). The larger the scale—in terms of the number of people impacted or the
number of attacks aimed at a person—the more severe many participants believed that the content
was. For example, G12, who imagined murder as extremely severe, felt that the number of people
murdered would increase that crime’s severity further:

“Okay. I mean, the obvious answer is to just be like a little more people are affected. I guess
that’s because in my eyes, murder is murder. There’s nothing really worse than murder
except more murder.” —G12

Scale extended beyond individual impacts as well. Participants also felt harms that impacted
society, rather than individuals, were more severe. For example, content violations like political
attacks, were a greater threat to society broadly than unpleasant interpersonal interactions:

I think political attacks on an individual level are relatively uninfluential. But I think on
a broader level they’ve had a pretty huge impact when coordinated, though. I'm putting
that high because it affects society on a significant scale. —E21

Similarly, some participants felt that hate speech was more severe than bullying or harassment
because hate speech was aimed at larger vulnerable groups and bullying and harassment tended to
happen on an interpersonal level. For example, G7 imagined bullying as centralized or targeted,
but hate speech as inciting larger swaths of violence against minorities:

“Bullying is very centralized. Bullying, it deals with one particular person, okay? And it
may not necessarily have anything to do with their race or the color or their nationality. It
could just be a character issue with them that sets someone off to bully them.” —G7

Other participants imagined scenarios where bullying could be more intense, when it was no
longer a one-on-one interaction between the bully and the target, but a coordinated harassment
campaign of many people towards one individual. The scale of harassment aimed at one individual
increased the severity of the bullying category. E21 felt that a barrage of harassing content was
“very severe”:

“So content in isolation is, I would say, less harmful ... a flood of content like a raid or an
organized harassment campaign, which might include just a single piece of content from
each user, is also very severe.” —E21

Overall, participants’ feelings about the severity of large scale harms led them to rank categories
like “Coordinated Attacks that Directly Harm” people as some of the most severe. On the other hand,
the prevalence of harm—scale in terms of how often it happened or was posted on platforms—did
not impact the level of severity. Content with low prevalence, like child exploitation and terrorist
coordination, was still more severe than content with high prevalence, like spam.

5.2.6 Urgency (to Address the Harm)

Time-sensitivity impacted how participants thought of severity as well (n = 22). The level of
urgency at which participants expected an escalated emergency response correlated with how
severe they felt the harm was. E11, a policymaker for the company she worked for, discussed how
she prioritized the urgency in mitigating the most harm possible when creating content policies:
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“T think about it [as] how quickly do we have to [take] action to remove the content to
minimize or mitigate real-world harm. So [child pornography] is a big one. We need
to move in external partners. There’s a lot of coordination that needs to happen. So our
detection and the turnaround time for those kind of abuses is very tight.” —E11

Meanwhile, participants felt that content that was not urgent was not severe, even for content
moderation practices like content removal. E24 felt that child nudity was not important for content
moderators to deal with:

‘T can’t think of any strong cases where child nudity, not in the [child pornography]
category, feels urgent.” —E24

Although child pornography and child nudity both involve children, the traumatizing and ex-
ploitative nature concerned participants, making it something that (1) had to be urgently forwarded
to law enforcement, for the sake of the target, the child; and (2) had to be urgently removed from
social media so as not to emotionally harm viewers. Children were of particular concern to many
participants. In the next section, we discuss the main concern participants had about content
involving children: their vulnerability to harm.

5.2.7 Vulnerability (of the Target and/or Viewer)

Vulnerability described the risk that certain people or groups of people had to being harmed.
Participants described severity as higher if the target is vulnerable (n = 22). Vulnerable groups
included children and animals, as well as those determined to have less privilege or recognition
in society—people of color, LGBTQ people, etc. While vulnerability is distinct from agency, those
determined to have low or no agency were often considered especially vulnerable, and thus any
harm towards them was most severe. Children and animals were viewed as having particularly
high vulnerability and so violence and abuse of these two groups were considered egregious.

“Animals have no voice or any choice in what goes on with them. And they rely on humans
to look after them, you know? And when we do things to intentionally or deliberately
harm or kill animals, we’re betraying, I would think almost a trust of nature that we’ve
been given.” —G7

Overall, most participants ranked physical and emotionally traumatic harm against humans as
more severe than animals. The vulnerability of children meant that Direct Harm to Children as a
category was consistently ranked the most severe of all the content we discussed with participants,
with very few exceptions. E16 sums up her feelings on why Direct Harm to Children was ranked
number one (highest in severity) for her:

“T just put that way up there because I feel children have no way of protecting themselves,
unlike adults. So I feel that is way up top.” —E16

The vulnerability of children was considered so important to severity that most participants
considered Direct Harm to Children aimed at individual children more severe than coordinated
attacks against many adults. However, participants also acknowledged that certain groups of people
were more vulnerable to harm than others. Hate speech was, in particular, discussed as inciting
violence against historically marginalized groups. Six expert participants brought up how social
media was used to mobilize against minority groups in Myanmar:

“If you look at the top end of a hate speech and if you look at things like, Myanmar ...
we totally see that like the hate of a speech resulting in real world harm by creating this
humanizing devalued kind of things.” —E13
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The vulnerability of a certain individual or group impacted the relative severity of harm against
that group, regardless of the content or violation. The higher participants viewed the vulnerability
of a person or group, the more severe they considered harm against them.

5.2.8 Medium (of the Harmful Content)

Medium described the type of content that was posted—in terms of textual, visual, or audio-visual
content. Every participant mentioned medium in some manner when thinking through the severity
of content examples. More participants felt that visual content was worse than textual content
(n = 27). For example, G3 discussed how one could more easily stop reading descriptions of graphic
violence, but seeing an image or video would leave an imprint on someone more easily:

“If somebody were to describe graphic violence, I could just stop reading as soon as I
realized the direction that was heading but when you glance at an image, you kind of get
the whole thing and you can’t unsee it and I think video would be the same way, right?”
—G3

Further, livestreaming certain types of content was viewed as particularly severe, because of the
knowledge that whatever abuse might be occurring was happening live. She discussed how this
impacted those moderating content:

“T'would say worst is live videos ... Knowing that it’s happening somewhere else in the
world right now at this very moment ... T have to take immediate action right now because
what I do can affect that person right in this instant.” —E3

However, E5 pointed out that the severity depends on the fidelity of the content. In the case of
videos, he discussed the different levels of fidelity in audio-visual content like videos and how they
could be considered in terms of impacts:

“Depending on the type of video that one is watching, like for moderators, is it in grayscale,
or is it full color? Is it with volume? Is it muted? There’s all sorts of nuance ... that makes
a difference in the impact that it has.” —E5

Similarly, E13 pointed out that a piece of content may have the exact same message, but its
fidelity impacts how it is handled and what its reach is. He pointed out that images and videos
tend to reach larger audiences than text on social media and that “the reach matters here a lot
because the more it reaches, the more people get hurt” (E13). However, like with other Dimensions,
while there are generally aligned perceptions about the severity of certain mediums, participants
acknowledged that distinctions between audio/visual/textual is not always clear:

“Then again, it just depends, because obviously depending on what people put on, it can
be very hurtful” —G11

Further, participants did not mention purely auditory content, such as voice messages, but prior
work suggests that auditory content is often more difficult to moderate than purely textual content
[40]. Given the lack of commentary on audio-based content alone, we did not include audio on
Figure 2; understanding the relationship of audio would require future work.

5.2.9 Sphere (the Harm Occurs In)

The “sphere” where harm took place was of consideration to some participants (n = 14). By sphere
we refer to harms that occur in the public sphere—like on public posts—versus harms that occur in
the private sphere—like in private direct messages. E14 discussed how certain forms of harm often
happened in the private sphere, through private messages, often making those targeted feel more
alone and unsure of how to handle the situation:

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 368. Publication date: October 2021.



368:24 Morgan Klaus Scheuerman et al.

“This sextortion piece, ... usually happens in private, and people don’t know who to talk to,
they don’t know how to reach out to anyone, they don’t know what they’re supposed to do
about the scenario, [which] can be very dangerous in the fact that people don’t feel like
they have the same recourse as someone, you know, calling them a slur” —E14

E22, however, felt that public harassment had a “chilling effect.” She was cognizant of her own
experiences with public harassment that made her rethink engaging with the public sphere:

“For me and for other people I know, it means not being able to participate in public space
online. It’s chilling effects, there’s a lot of value you can derive from these more public
networks ... which me and a lot of people I know just simply cannot access because of these
very real threats of just existing in public space online.” —E22

While there was no consistent ranking of severity revealed in our analysis by the dimension
of Sphere, it presented an important factor to consider when evaluating the severity of not only
interpersonal harms like sextortion and harassment, but also harms for which the dimension
of Sphere is not salient (such as inciting violence). For example, does a typically private harm
happening in a public sphere increase its severity? Or conversely, does the typically public harm
happening in a private sphere become more severe by being more concealed? We do not and cannot
provide answers to these questions, and we hope that future research addresses the dimension of
Sphere in more depth.

6 Discussion

Our Framework of Severity highlights the complexity of online harm and rejects simplistic views
of them. Our work builds on critical prior work which has defined how harm is experienced in
online contexts [11, 54, 67]. Specifically, we conducted this work to develop a framework of severity,
expanding on prior work to not only understand what Types of Harm occur online, but also how we
might assess and reason about the relative severity when considering Dimensions of diverse harms.
We did not assess differences in content-level rankings, but provide a framework for classifying,
assessing, and/or thinking about what makes some harms more severe than others. We present
our framework as a tool for both researchers and practitioners examining both harm and content
moderation practices.

Findings showed how contextually overlapping Dimensions of Severity can be used to understand
the severity of both different Types of Harms and a wide variety of specific harmful content and
interactions (e.g., graphic violence imagery). When using the taxonomy of the four Types of Harm
we present—physical, emotional, relational, financial—it is important to note that they are not
mutually exclusive. Some forms of harm can fall into multiple Types (e.g., sexual harassment is a
complex harm that can fall into any Type of Harm). Likewise, while specific categories of harm may
be more commonly associated with one Type of Harm, this is not always the case. For example,
bullying is often discussed as a Type of emotional harm, but can easily become physical harm
with threats of violence or injury, or resulting mental health concerns that lead to self-injury or
suicide. Instead, Types of Harm should be viewed as compounding. While a harm might begin
only as Financial Harm, it may compound with Physical Harm (e.g., loss of income leading to food
insecurity).

The majority of Dimensions (perspective, agency, urgency, vulnerability) colored perceptions of
increased or decreased severity overall. For example, participants expressed opinions that indicated
that low agency increased severity, and high agency decreased severity. While useful individually,
we also found that Dimensions had the potential to compound severity. For example, the presence
of high Scale and high Vulnerability might make a specific harm more severe than one that simply
suffers from high-Scale. Further, the Dimension of “experience” had a one-way relationship with
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severity; content that was extremely personal for participants was perceived as more severe, but
otherwise, participants attempted to remain objective or neutral in assessing harms. Our study
also shows how perspectives on severity were shaped by the level of experience and expertise a
participant had with the form of harm. Expert participants had different insights on the potential
implications of certain harms that general population social media users might never see or interact
with if not impacted personally (e.g., eating disorder promotion). In contrast with other dimensions,
we found that the Dimension of “sphere” neither increased or decreased severity in a linear manner.
Rather, participants had diverging opinions on whether public or private harms increased the
severity of a harm, leading us to believe future research on public versus private contexts is
necessary.

Meanwhile, we found the absence of some factors surprising. Despite the number of platform
policies seemingly shaped by legal standards [32], we found that legality was not indicative of how
our participants perceived harm—it was not a Dimension that participants considered relevant
to determining severity. Interestingly, even the participants with legal expertise held the opinion
that legality was not the driving factor of severity of harm. Experts working on legal policy within
companies expressed this, and the academic law expert felt law was too culturally contextual for
use in determining overall harm. For example, even though marijuana is moderated on platforms,
and may be illegal in many countries and states in the U.S., it largely was not viewed as harmful
by participants because it was not seen as embodying other dimensions which lead to negative
outcomes as characterized by Types of Harm (e.g., physical harm). Similarly, child grooming and
child pornography were seen as harmful not because they are illegal, but because they embodied a
number of dimensions seen as leading to extremely negative outcomes.

We offer the Framework of Severity as a tool for researchers, practitioners, and policymakers to
utilize in their work. In the next section, we demonstrate how the framework can be adopted for
different scenarios—from granular singular harms to broad Types of Harm.

6.1 Employing a Severity Framework in Research and Policy

Through our analysis, we observed that participants, while reasoning through the same types of
Dimensions as one another, still had differing approaches to defining severity at the content-level—
often, bringing different priorities to the table, often connected to the approaches we outlined in
Section 3. Content moderation strategies also balance labor constraints [34], differing perspectives
on governance [15], and concerns for the emotional wellbeing of moderators [62].

Content moderation would benefit from a framework of severity when prioritizing user and
platform needs. While platforms prioritize content that local regulations require they address,
they might also prioritize content based on severity of harm. For example, one could imagine a
platform leveraging our framework to prioritize the most severe content from the perspective
of user experiences. On the other hand, a platform might use the framework to balance labor
loads across more moderators to ensure moderators are not overburdened by particularly severe
emotional content. Similarly, volunteer-based moderation researchers might seek to understand
what kinds of content volunteer moderators regularly interact with, and which have the most severe
impacts on mental wellbeing, so that they can structure training and workload to reduce trauma.
As platforms make decisions about where to focus their automoderation, a severity framework can
inform efforts to alleviate the burden of moderating the most severely harmful content, allowing
moderators to work on more contextual but less severe content.

In the next few sections, we use three examples to illustrate the utility of our framework of
severity by discussing how it could be used within two contexts: research and policy. Although
the purpose of our framework is not to rank or quantify specific harms, we felt it would be useful
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to focus on harms that our participants tended to either agree or disagree on in terms of ranked
severity, to demonstrate differing approaches to prioritizing disagreements on severity.

6.1.1 Example One: Assessing Differential Severity within “Harassment”

The complexity of harassment is well illustrated by the GamerGate example at the beginning of
this paper. Our framework allows us to consider how the harms experienced by those targeted in
GamerGate is not necessarily experienced as one single umbrella form of harm, but may encompass
every Type of Harm, including physical, emotional, relational, and financial [59]. Furthermore, a
number of contextual Dimensions shape the severity of harm. As our framework showcases, the
women harassed during GamerGate faced a complex intersection of Dimensions that made the
harassment particularly severe—from being large in scale, due to the number of actors, to being
urgent because of real-world threats of rape and death. Further, not all parties suffered the same
level of harassment; the male journalist whose article is attributed with starting GamerGate faced
little harassment from the same bad actors targeting women. Collapsing the reality of multiple,
intersecting Types of Harm into a simplified “harassment campaign” would neglect the fact that
the women suffered much more severe harassment than the men did [2, 14, 49]. Our Framework of
Severity reveals that harm is not as simple as harassing behaviors; the Types of Harm harassment
encompasses, and the contextual Dimensions which shape that harm, are crucial to understanding
how bad some harm can be.

Leveraging our framework could enable scholars to design studies to identify where the most
severe experiences of specific content types, like harassment, occur. Consider a scenario in which a
researcher is focused on user experiences of harassment in online communities (which in our current
study falls under the category of “Targeted Attacks on an Individual Person”). The researcher might
seek to understand how their participants classify the Types of Harms harassment encompasses—is
it always an emotional harm, or is there a physical component that sometimes accompanies online
harassment? Perhaps that physical component is a risk associated with ongoing emotional harm,
such as increased risk for self-injury or suicide. While literature on online harassment might often
focus on emotional harm, in reality harassment can include other types as well.

Using our framework, researchers can map out existing literature, describing how, for instance,
published work has accounted for harm across some Dimensions and Types more than others. In
turn, our framework can help identify gaps in the literature where research may need to go deeper.
In more established areas, we also see how our framework could help scholars develop more robust
and holistic accounts of harm that can directly inform how to focus interventions into said harm.
Notable here is physical harm, which has been largely absent from harassment research, yet can
appear along with emotional harm, such as with increased risk for self-injury or suicide associated
with harassment. Likewise, depending on the target of harassment (e.g., a professional gamer),
reputational and fiscal harms may also be important to consider.

The researcher might then map out the differing experiences and perspectives on online ha-
rassment. Are there Dimensions that make certain types of online harassment more severe? Are
there factors within these Dimensions which are particularly salient for severity (e.g., high Scale
harassment)? Examining the Dimension of “perspective” could lend different insights on severity
from targets, viewers, and even actors. Focusing on “sphere” could illuminate whether harassment
in public and private settings are deferentially severe. And addressing the “scale” of harassment
could illuminate how large scale attacks differ from smaller interpersonal experiences of harassing
behaviors.

Connecting these questions to content moderation, if there are more and less severe cases, what
can that tell us about more granular content moderation policies to mitigate the most severe cases
of harassment? And if targets of harassment view all of their experiences as highly severe, what
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might that tell us about approaching the moderation of harassment more sensitively? In depth
examinations of harassment guided by both Types of Harm and Dimensions of Severity can provide
richer understandings of the range of harassment experiences and how they might vary in terms of
severity. Better understanding harassment severity can lend to both platform policy and moderation
practice in developing intervention points for different levels of severity.

6.1.2 Example Two: Comparing General Population and Expert Perspectives on Severity Across
“Self-Injury and Eating Disorder Promotion”

While we did not quantify such insights for the purposes of this study, card sorting revealed that
participants sometimes applied the Dimensions of Severity to specific content differently. Imagining
a study specifically aimed at quantifying a rank order of severity across content categories, a
researcher might be interested to understand why participants disagree so heavily on one specific
content category, despite applying the same logic found in the Dimensions.

In the context of this study, industry expert and general population participants notably disagreed
about the severity of the category “Self-Injury and Eating Disorder Promotion.” We noticed that
differing perspectives around the severity of eating disorder and suicidal content arose from two
differing perspectives: the urgency of Physical Harm associated with such content and the applica-
tion of the Dimension of “agency.” Some participants ultimately believed users viewing content
encouraging self-harm had agency to decide to act on that harm, and that the non-consensual
nature of other physical harms was more urgent to address. While some expert participants also
aligned with this viewpoint, general population participants on average viewed “Self-Injury and
Eating Disorder Promotion” as lower severity than industry expert participants. Such perspectives
differ greatly from prior work with participants struggling with eating disorders and self-injury
themselves (e.g., [6, 30]), highlighting that the Dimension of “experience” may play a large role in
understanding the perceived severity of content types among certain participant groups.

A researcher might design a study specifically aimed at understanding different perceptions of
severity around content like eating disorders and self-injury across participant groups. Considering
the findings of our own participants, one might ask: What is it about industry expert participants
that make them more likely to view self-injury and eating disorder content as more severe than
other participants? We might design a protocol aimed at comparing participant logic around
Dimensions. Perhaps the workplace experiences of industry experts give them certain insights into
the impact of such promotional content? Perhaps general population participants are less likely
to have personal experiences with eating disorders or self-injury with which to base the harm
of promotional content? We might also analyze different deployments of the concept of “agency”
to understand how choice is being operationalized, and how that may be prioritized over other
Dimensions in this case (e.g., urgency, vulnerability, or experience).

Answers to such questions can inform future researcher on what participants might be most
suited for assessing certain types of content and associated Dimensions. It is possible that certain
participant groups are poorly suited for providing perspectives on the severity of harm of certain
content categories, and should not be referenced in policy design or moderation standards.

6.1.3 Example Three: Comparing the Relative Severity using “Types of Harm” and “Dimensions of
Severity”

How should one prioritize self-injury, hate speech, and child pornography in relationship to each
other? We now turn our attention to the significant challenges that appear when thinking about
forms of harm holistically at the scale of large online platforms. Research into specific experiences
of harm (e.g., online harassment) provides invaluable insights that can inform how platforms engage
with and address these harms. Yet, platforms must attend to all forms of harm that occur on their
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sites. In this section, we demonstrate the utility of our framework by considering the additional
challenges that platforms experience when weighing and prioritizing what kinds of harm deserve
the most attention.

Considering the relative severity of different Types of Harm may aid in prioritization efforts.
Imagine a social media company that is growing rapidly struggling to handle an influx of dangerous
and upsetting content given their moderation resources. The company seeks to understand how
the severity of content on the platform can be broadly classified into Types of Harm, so that they
can make resourcing decisions for the worst Types of Harm first.

Alternately, a platform might start with Dimensions of Severity. Researchers might decide to
first map Dimensions onto specific content categories and then classify those categories by Type,
leading to insights into what Dimensions might be concentrated into which Type. Perhaps “physical
harm” is found to have higher urgency, but “emotional harm” has higher scale. Such findings could
lead platforms to manage content differently. Where high urgency content might be prioritized for
escalation to local authorities, high scale emotional harm might require a larger moderation force
trained in restorative techniques.

Finally, research aimed at understanding how the Dimensions of Severity map onto Types could
aid in creating a taxonomy of the relative severity of Types of Harm—do certain Types embody more
severe forms of the Dimensions than others? Given the mass scale of content types on platforms,
mapping Dimensions onto Types might help simplify moderation pipelines, allowing platforms to
train moderators to handle physical, emotional, financial, and reputational harms differently.

While ranking and prioritizing forms of harm may be uncomfortable, it is an unavoidable reality
given that resources for content moderation are finite. Prioritizing harm is important for at least
three reasons: First, platforms have a limited number of human moderators and must allocate them
strategically. As of 2019, Facebook only had 15,000 content moderators for the content generated
by over 2.7 billion people [31]. But, despite debates around the right number of moderators, it is
safe to assert that providing human-moderation for all content on a platform like Facebook or
Twitter is not possible. Second, while tools are developed to aid moderation, engineering resources
are also finite. Just as with human moderation, platforms must decide what Types of Harm their
engineering efforts should focus on as they develop automated ways of detecting and addressing
different forms of harm. Finally, even if resources to reduce harm were increased dramatically and
platforms made a fantastical commitment to eliminate all harm, they would still need to prioritize
forms of harm in the interim as they worked towards that eventual goal.

Deciding on the right approach to reducing harm in online communities is not a trivial under-
taking, and we do not assert that there is a single correct solution. Rather we suggest that the
only inappropriate approach is to not consider the severity of the harm, and we believe that our
framework can aid in prioritizing efforts for a given platform or context. We believe our framework
can help provide nuance to current practices that platforms use while addressing harm. A common
approach when it comes to content moderation in online communities and community standards
is to describe content or actions in topical groups or categories [41], such as the ones we used
in this study. One can imagine how online communities seeking to reduce harm might use these
categories to prioritize efforts. Yet, as we have seen in our work, harm is not uniform with a
given category of violation. When considering the harm associated with violations (as opposed to,
say, legal requirements associated with violations) using this framework to develop contextually
appropriate ways of understanding the different levels of severity within a category might better
inform and support efforts.
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7 Limitations and Future Work

We acknowledge that there are limitations with both our methods and the scope of this work. In
terms of methods, our sample skews largely towards specific regions—North America and South
Asia. It is possible that new Types and Dimensions could be theorized by engaging with experts and
general population participants from other regions. There is opportunity to expand the proposed
severity framework with more perspectives from across a number of difference cultures.

Further, we did not assess content-level severity differences in this work. Therefore, we do not
offer any quantitative or statistical insight into which content categories are most severe and
which are least severe (e.g., proof that Direct Harm to Children is quantifiably and provably worse
than another violation, like Spam). We also cannot offer insight into how much worse certain
harms might be for participants. Further, while, in the context of our framework, participants
from sampled regions attended to the same Types and Dimensions of harm in their thinking about
severity, content-level perspectives on severity may differ by culture—regionally or nationally.
Similarly, we did not quantify differences between experts and general population social media
users. Future work measuring the either the severity of categorical (e.g., Direct Harm to Children)
or content-specific (e.g., child grooming) rankings would bolster attempts to understand harm
online.

Finally, while our framework does not prescribe an approach to prioritizing specific harms based
on severity, it offers a first step towards assessing potential prioritization frameworks in research
and moderation. As demonstrated through our Discussion, thinking through research problems
utilizing our severity framework can aid in developing different approaches to handling harm
online. We encourage future research to employ our framework to explore methods of prioritization
based on the severity of harm.

8 Conclusion

While research to date on specific forms of online harm has been nuanced, thorough, and survivor-
centered, we offer a high-level perspective informed by both the general public and domain experts.
We developed a theoretical framework of severity for online harm through empirical interviews
with 52 participants. Both experts in harm and content moderation work and general population
social media users provided rich data on the relationships between a variety of online harms. Our
framework offers researchers and practitioners an empirically-grounded tool for which to assess
the severity of singular or multiple forms of online harms for research, policy, and moderation
purposes. Through use of the Framework of Severity, researchers and practitioners can adopt,
critique, shift, and apply it to a variety of contexts. For example, general population studies, expert
communities, and survivor and target communities. Researchers and practitioners can contextualize
their work by utilizing specific aspects of our framework, while understanding they may be unable
to capture every dimension of severity for their specific project. We demonstrated its utility by
discussing the challenges to mitigating online harm, and how assessing the severity of that harm
by use of our framework can help guide informed prioritization approaches.

Acknowledgments

We’d like to thank Jess Bodford, Frank Kayanet, Mar Drouhard, Jes Feuston, Katy Weathington,
Mally Dietrich, and Frank Stinar for discussions and feedback on this work. Finally, we’d like to
thank Katie Gach, Katy Weathington, and Samantha Dalal for copyediting the final version of this
paper. This research was partially supported by funding from Facebook.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 368. Publication date: October 2021.



368:30 Morgan Klaus Scheuerman et al.

References

[1] [n.d.]. Optimal Workshop | User Experience (UX) Research Platform. https://www.optimalworkshop.com/

[2] Sarah A. Aghazadeh, Alison Burns, Jun Chu, Hazel Feigenblatt, Elizabeth Laribee, Lucy Maynard, Amy L. M. Meyers,
Jessica L. O’Brien, and Leah Rufus. 2018. GamerGate: A Case Study in Online Harassment. In Online Harassment.
Springer, Cham, 179-207. https://doi.org/10.1007/978-3-319-78583-7_8

[3] Harriet Alexander. 2020. Woman jailed for shooting her rapist dead after he threatened to kill
her. https://www.independent.co.uk/news/world/americas/alabama-rape-shooting-murder-brittany-smith-todd-jail-
sentence-b936467.html

[4] Maitri Amin. 2016. A survey of financial losses due to malware. In ACM International Conference Proceeding Series,
Vol. 04-05-Marc. Association for Computing Machinery, New York, New York, USA, 1-4. https://doi.org/10.1145/
2905055.2905362

[5] Nazanin Andalibi, Pinar Ozturk, and Andrea Forte. 2017. Sensitive Self-disclosures, Responses, and Social Support on
Instagram. In Proceedings of the 2017 ACM Conference on Computer Supported Cooperative Work and Social Computing -
CSCW ’17.1485-1500. https://doi.org/10.1145/2998181.2998243

[6] Nazanin Andalibi, Pinar Ozturk, and Andrea Forte. 2017. Sensitive Self-disclosures, Responses, and Social Support on
Instagram: The Case of #Depression. In Proceedings of the 2017 ACM Conference on Computer Supported Cooperative
Work and Social Computing - CSCW ’17. ACM Press, New York, New York, USA, 1485-1500. https://doi.org/10.1145/
2998181.2998243

[7] Jeff Asher and Ben Horwitz. 2020. How Do the Police Actually Spend Their Time? https://www.nytimes.com/2020/
06/19/upshot/unrest-police-time-violent-crime.html

[8] Zahra Ashktorab and Jessica Vitak. 2016. Designing cyberbullying mitigation and prevention solutions through
participatory design with teenagers. In Conference on Human Factors in Computing Systems - Proceedings. Association
for Computing Machinery, New York, NY, USA, 3895-3905. https://doi.org/10.1145/2858036.2858548

[9] Jessica Aycock. 2019. Criminalizing the Victim: Ending Prosecution of Human Trafficking Victims. SSRN Electronic
Journal (feb 2019). https://doi.org/10.2139/ssrn.3327525

[10] Mary Elizabeth Ballard and Kelly Marie Welch. 2017. Virtual Warfare: Cyberbullying and Cyber-Victimization in
MMOG Play. Games and Culture 12, 5 (2017), 466—491. https://doi.org/10.1177/1555412015592473

[11] Lindsay Blackwell, Jill Dimond, Sarita Schoenebeck, and Cliff Lampe. 2017. Classification and its consequences for
online harassment: Design insights from HeartMob. Proceedings of the ACM on Human-Computer Interaction 1, CSCW
(nov 2017), 1-19. https://doi.org/10.1145/3134659

[12] Lindsay Blackwell, Nicole Ellison, Natasha Elliott-Deflo, and Raz Schwartz. 2019. Harassment in social virtual reality:
Challenges for platform governance. , 25 pages. https://doi.org/10.1145/3359202

[13] Lindsay Blackwell, Mark Handel, Sarah T. Roberts, Amy Bruckman, and Kimberly Voll. 2018. Understanding “bad
actors” online. In Conference on Human Factors in Computing Systems - Proceedings, Vol. 2018-April. ACM Press, New
York, New York, USA, 1-7. https://doi.org/10.1145/3170427.3170610

[14] Andrea Braithwaite. 2016. It’s About Ethics in Games Journalism? Gamergaters and Geek Masculinity. Social Media
and Society 2, 4 (nov 2016), 205630511667248. https://doi.org/10.1177/2056305116672484

[15] Robyn Caplan. 2018. Content or context moderation? Artisanal, community-reliant, and industrial approaches. Data
& Society (2018). https://datasociety.net/library/content-or-context-moderation/

[16] Stevie Chancellor, Jessica Pater, Trustin Clear, Eric Gilbert, and Munmun De Choudhury. 2016. Thyghgapp: Instagram

content moderation and lexical variation in Pro-Eating disorder communities. In Proceedings of the ACM Conference on

Computer Supported Cooperative Work, CSCW, Vol. 27. Association for Computing Machinery, New York, New York,

USA, 1201-1213. https://doi.org/10.1145/2818048.2819963

Eshwar Chandrasekharan, Chaitrali Gandhi, Matthew Wortley Mustelier, and Eric Gilbert. 2019. CrossMod: A cross-

community learning-based system to assist reddit moderators. Proceedings of the ACM on Human-Computer Interaction

3, CSCW (nov 2019), 1-30. https://doi.org/10.1145/3359276

Kathy Charmaz. 2006. Constructing Grounded Theory: A Practical Guide Through Qualitative Analysis. 388 pages.

http://www.sxf.uevora.pt/wp-content/uploads/2013/03/Charmaz{_}2006.pdf

Elizabeth Charters. 2003. The Use of Think-aloud Methods in Qualitative Research An Introduction to Think-aloud

Methods. Brock Education Journal 12, 2 (jul 2003). https://doi.org/10.26522/brocked.v12i2.38

Despoina Chatzakou, Nicolas Kourtellis, Jeremy Blackburn, Emiliano De Cristofaro, Gianluca Stringhini, and Athena

Vakali. 2019. Measuring #Gamergate: A tale of hate, sexism, and bullying. In 26th International World Wide Web

Conference 2017, WWW 2017 Companion. International World Wide Web Conferences Steering Committee, 1285-1290.

https://doi.org/10.1145/3041021.3053890 arXiv:1702.07784

Irfan Chaudhry. 2015. #Hashtagging hate: Using Twitter to track racism online. First Monday 20, 2 (feb 2015).

https://doi.org/10.5210/fm.v20i2.5450

[17

—

[18

—

[19

—

[20

—

[21

—

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 368. Publication date: October 2021.


https://www.optimalworkshop.com/
https://doi.org/10.1007/978-3-319-78583-7_8
https://www.independent.co.uk/news/world/americas/alabama-rape-shooting-murder-brittany-smith-todd-jail-sentence-b936467.html
https://www.independent.co.uk/news/world/americas/alabama-rape-shooting-murder-brittany-smith-todd-jail-sentence-b936467.html
https://doi.org/10.1145/2905055.2905362
https://doi.org/10.1145/2905055.2905362
https://doi.org/10.1145/2998181.2998243
https://doi.org/10.1145/2998181.2998243
https://doi.org/10.1145/2998181.2998243
https://www.nytimes.com/2020/06/19/upshot/unrest-police-time-violent-crime.html
https://www.nytimes.com/2020/06/19/upshot/unrest-police-time-violent-crime.html
https://doi.org/10.1145/2858036.2858548
https://doi.org/10.2139/ssrn.3327525
https://doi.org/10.1177/1555412015592473
https://doi.org/10.1145/3134659
https://doi.org/10.1145/3359202
https://doi.org/10.1145/3170427.3170610
https://doi.org/10.1177/2056305116672484
https://datasociety.net/library/content-or-context-moderation/
https://doi.org/10.1145/2818048.2819963
https://doi.org/10.1145/3359276
http://www.sxf.uevora.pt/wp-content/uploads/2013/03/Charmaz{_}2006.pdf
https://doi.org/10.26522/brocked.v12i2.38
https://doi.org/10.1145/3041021.3053890
http://arxiv.org/abs/1702.07784
https://doi.org/10.5210/fm.v20i2.5450

A Framework of Severity for Harmful Content Online 368:31

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33
[34]

[t

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

Christine L Cook, Aashka Patel, and Donghee Yvette Wohn. 2021. Commercial Versus Volunteer: Comparing User
Perceptions of Toxicity and Transparency in Content Moderation Across Social Media Platforms. Frontiers in Human
Dynamics 3 (feb 2021), 3. https://doi.org/10.3389/fhumd.2021.626409

Juliet Corbin and Anselm Strauss. 2014. Basics of Qualitative Research: Techniques and Procedures for Developing Grounded
Theory. SAGE Publications Inc. https://us.sagepub.com/en-us/nam/basics-of-qualitative-research/book235578http:
//us.sagepub.com/en-us/nam/basics- of-qualitative-research/book235578

Brandon Dang, Martin J. Riedl, and Matthew Lease. 2018. But Who Protects the Moderators? The Case of Crowdsourced
Image Moderation. (apr 2018). arXiv:1804.10999 http://arxiv.org/abs/1804.10999

City of Eugene Police Department. 2009. Police Call Priority Definitions. Technical Report. www.eugene-or.gov/police
Ritam Dutt, Ashok Deb, and Emilio Ferrara. 2019. “senator, We Sell Ads”: Analysis of the 2016 russian facebook
ads campaign. In Communications in Computer and Information Science, Vol. 941. Springer Verlag, 151-168. https:
//doi.org/10.1007/978-981-13-3582-2_12 arXiv:1809.10158

Facebook. [n.d.]. Community Standards. ([n.d.]). https://www.facebook.com/communitystandards/
violence{ }criminal{_}behavior

Julia R. Fernandez and Jeremy Birnholtz. 2019. "I don’t want them to not know": Investigating decisions to disclose
transgender identity on dating platforms. Proceedings of the ACM on Human-Computer Interaction 3, CSCW (nov 2019),
1-21. https://doi.org/10.1145/3359328

Miriam Fernandez and Harith Alani. 2018. Online Misinformation: Challenges and Future Directions. In The Web
Conference 2018 - Companion of the World Wide Web Conference, WWW 2018. Association for Computing Machinery,
Inc, New York, New York, USA, 595-602. https://doi.org/10.1145/3184558.3188730

Jessica L. Feuston, Alex S. Taylor, and Anne Marie Piper. 2020. Conformity of Eating Disorders through Content
Moderation. Proceedings of the ACM on Human-Computer Interaction 4, CSCW1 (may 2020). https://doi.org/10.1145/
3392845

Maggie Fick and Dave Paresh. 2019. INSIGHT-Facebook’s flood of languages leave it struggling to monitor
content. https://www.reuters.com/article/facebook-languages/insight-facebooks-flood- of-languages-leave-it-
struggling-to-monitor-content-idUSL1N20U01Ehttps://www.reuters.com/article/us-facebook-languages-insight-
idUSKCN1RZ0DW

Casey Fiesler, Jialun Aaron Jiang, Joshua McCann, Kyle Frye, and Jed R Brubaker. 2018. Reddit rules! Characterizing
an ecosystem of governance. In 12th International AAAI Conference on Web and Social Media, ICWSM 2018. 72-81.
www.reddit.com

Ed Gilgor. [n.d.]. Is Your 911 Call a Priority? Technical Report. https://grantpark.org/info/16029

Tarleton Gillespie. 2018. Custodians of the Internet. Yale University Press.  https://yalebooks.yale.edu/book/
9780300173130/custodians-internet

Stephen M. Haas, Meghan E. Irr, Nancy A. Jennings, and Lisa M. Wagner. 2011. Communicating thin: A grounded
model of online negative enabling support groups in the pro-anorexia movement. New Media and Society 13, 1 (feb
2011), 40-57. https://doi.org/10.1177/1461444810363910

Debarati Halder. 2014. Hate Crimes in Cyberspace. International Journal of Cyber Criminology 8, 2 (2014), 172—
175. http://www.jstor.org/stable/j.ctt7zsws7http://search.ebscohost.com/login.aspx?direct=true{&}db=i3h{&}AN=
101788663{&}site=ehost-live

Hugo L. Hammer, Michael A. Riegler, Lilja Ovrelid, and Erik Velldal. 2019. THREAT: A Large Annotated Corpus
for Detection of Violent Threats. In Proceedings - International Workshop on Content-Based Multimedia Indexing,
Vol. 2019-Septe. IEEE Computer Society. https://doi.org/10.1109/CBMI.2019.8877435

Frederik Hjorth and Rebecca Adler-Nissen. 2019. Ideological asymmetry in the reach of pro-Russian digital disinforma-
tion to United States audiences. Journal of Communication 69, 2 (apr 2019), 168-192. https://doi.org/10.1093/joc/jqz006
Shagun Jhaver, Iris Birman, Eric Gilbert, and Amy Bruckman. 2019. Human-machine collaboration for content
regulation: The case of reddit automoderator. ACM Transactions on Computer-Human Interaction 26, 5 (jul 2019), 1-35.
https://doi.org/10.1145/3338243

Jialun Jiang, Charles Kiene, Skyler Middler, Jed R. Brubaker, and Casey Fiesler. 2019. Moderation challenges in
voice-based online communities on discord. Proceedings of the ACM on Human-Computer Interaction 3, CSCW (nov
2019), 1-23. https://doi.org/10.1145/3359157

Jialun “Aaron” Jiang, Skyler Middler, Jed R. Brubaker, and Casey Fiesler. 2020. Characterizing Community Guidelines
on Social Media Platforms. CSCW’20 Companion (2020). https://doi.org/10.1145/3406865.3418312

Kate Klonick. 2018. The new governors: The people, rules, and processes governing online speech. Harvard Law
Review 131, 6 (2018), 1599-1670. https://harvardlawreview.org/2018/04/the-new-governors-the-people-rules-and-
processes-governing-online-speech/

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 368. Publication date: October 2021.


https://doi.org/10.3389/fhumd.2021.626409
https://us.sagepub.com/en-us/nam/basics-of-qualitative-research/book235578 http://us.sagepub.com/en-us/nam/basics-of-qualitative-research/book235578
https://us.sagepub.com/en-us/nam/basics-of-qualitative-research/book235578 http://us.sagepub.com/en-us/nam/basics-of-qualitative-research/book235578
http://arxiv.org/abs/1804.10999
http://arxiv.org/abs/1804.10999
www.eugene-or.gov/police
https://doi.org/10.1007/978-981-13-3582-2_12
https://doi.org/10.1007/978-981-13-3582-2_12
http://arxiv.org/abs/1809.10158
https://www.facebook.com/communitystandards/violence{_}criminal{_}behavior
https://www.facebook.com/communitystandards/violence{_}criminal{_}behavior
https://doi.org/10.1145/3359328
https://doi.org/10.1145/3184558.3188730
https://doi.org/10.1145/3392845
https://doi.org/10.1145/3392845
https://www.reuters.com/article/facebook-languages/insight-facebooks-flood-of-languages-leave-it-struggling-to-monitor-content-idUSL1N20U01E https://www.reuters.com/article/us-facebook-languages-insight-idUSKCN1RZ0DW
https://www.reuters.com/article/facebook-languages/insight-facebooks-flood-of-languages-leave-it-struggling-to-monitor-content-idUSL1N20U01E https://www.reuters.com/article/us-facebook-languages-insight-idUSKCN1RZ0DW
https://www.reuters.com/article/facebook-languages/insight-facebooks-flood-of-languages-leave-it-struggling-to-monitor-content-idUSL1N20U01E https://www.reuters.com/article/us-facebook-languages-insight-idUSKCN1RZ0DW
www.reddit.com
https://grantpark.org/info/16029
https://yalebooks.yale.edu/book/9780300173130/custodians-internet
https://yalebooks.yale.edu/book/9780300173130/custodians-internet
https://doi.org/10.1177/1461444810363910
http://www.jstor.org/stable/j.ctt7zsws7 http://search.ebscohost.com/login.aspx?direct=true{&}db=i3h{&}AN=101788663{&}site=ehost-live
http://www.jstor.org/stable/j.ctt7zsws7 http://search.ebscohost.com/login.aspx?direct=true{&}db=i3h{&}AN=101788663{&}site=ehost-live
https://doi.org/10.1109/CBMI.2019.8877435
https://doi.org/10.1093/joc/jqz006
https://doi.org/10.1145/3338243
https://doi.org/10.1145/3359157
https://doi.org/10.1145/3406865.3418312
https://harvardlawreview.org/2018/04/the-new-governors-the-people-rules-and-processes-governing-online-speech/
https://harvardlawreview.org/2018/04/the-new-governors-the-people-rules-and-processes-governing-online-speech/

368:32 Morgan Klaus Scheuerman et al.

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56

—

[57]

[58
[59]

[t

[60]

[61]
[62]

[63]

Jason Koebler and Joseph Cox. 2018. The Impossible Job: Inside Facebook’s Struggle to Moderate Two Billion
People. , Aug 23 pages. https://www.vice.com/en/article/xwk9zd/how-facebook-content-moderation-workshttps:
//www.vice.com/en{_}us/article/xwk9zd/how-facebook-content-moderation-works

Kaylee Payne Kruzan, Janis Whitlock, Natalya N. Bazarova, Katherine D. Miller, Julia Chapman, and Andrea Stevenson
Won. 2020. Supporting Self-Injury Recovery: The Potential for Virtual Reality Intervention. In Conference on Human
Factors in Computing Systems - Proceedings. Association for Computing Machinery. https://doi.org/10.1145/3313831.
3376396

Ponnurangam Kumaraguru, Yong Rhee, Alessandro Acquisti, Lorrie Faith Cranor, Jason Hong, and Elizabeth Nunge.
2007. Protecting people from phishing: The design and evaluation of an embedded training email system. In Conference
on Human Factors in Computing Systems - Proceedings. ACM Press, New York, New York, USA, 905-914. https:
//doi.org/10.1145/1240624.1240760

Haewoon Kwak, Jeremy Blackburn, and Seungyeop Han. 2015. Exploring cyberbullying and other toxic behavior in
team competition online games. In Conference on Human Factors in Computing Systems - Proceedings, Vol. 2015-April.
Association for Computing Machinery, New York, New York, USA, 3739-3748. https://doi.org/10.1145/2702123.2702529
arXiv:1504.02305

Caitlin E Lawson. 2015. Cascading Exploitations: A Digital Analysis of the Celebrity Nude Photo Hack. Technical Report.
https://doi.org/10.5210/SPIR.V510.8490

Sonia Livingstone, Lucyna Kirwil, Cristina Ponte, and Elisabeth Staksrud. 2014. In their own words: What bothers chil-
dren online? European Journal of Communication 29, 3 (jun 2014), 271-288. https://doi.org/10.1177/0267323114521045
Adrienne L. Massanari. 2020. Gamergate. In The International Encyclopedia of Gender, Media, and Communication.
Wiley, 1-5. https://doi.org/10.1002/9781119429128.iegmc014

Tara Matthews, Kathleen O’Leary, Anna Turner, Manya Sleeper, Jill Palzkill Woelfer, Martin Shelton, Cori Manthorne,
Elizabeth F. Churchill, and Sunny Consolvo. 2017. Stories from survivors: Privacy & security practices when coping
with intimate partner abuse. In Conference on Human Factors in Computing Systems - Proceedings, Vol. 2017-May.
Association for Computing Machinery, New York, NY, USA, 2189-2201. https://doi.org/10.1145/3025453.3025875
Sarah Myers West. 2018. Censored, suspended, shadowbanned: User interpretations of content moderation on social
media platforms. New Media & Society 20, 11 (nov 2018), 4366—-4383. https://doi.org/10.1177/1461444818773059
Fayika Farhat Nova, Md Rashidujjaman Rifat, Pratyasha Saha, Syed Ishtiaque Ahmed, and Shion Guha. 2018. Silenced
voices: Understanding sexual harassment on anonymous social media among Bangladeshi people. In Proceedings of the
ACM Conference on Computer Supported Cooperative Work, CSCW. Association for Computing Machinery, New York,
NY, USA, 209-212. https://doi.org/10.1145/3272973.3274057

Chloé Nurik. 2019. “Men Are Scum”: Self-Regulation, Hate Speech, and Gender-Based Censorship on Facebook.
International Journal of Communication 13 (2019), 21. http://ijoc.org.

Jessica A. Pater, Moon K. Kim, Elizabeth D. Mynatt, and Casey Fiesler. 2016. Characterizations of online harassment:
Comparing policies across social media platforms. In Proceedings of the International ACM SIGGROUP Conference
on Supporting Group Work, Vol. 13-16-Nove. Association for Computing Machinery, New York, NY, USA, 369-374.
https://doi.org/10.1145/2957276.2957297

Lynne Peeples. 2020. What the data say about police brutality and racial bias - and which reforms might work. ,
22-24 pages. https://doi.org/10.1038/d41586-020-01846-2

Shruti Phadke, Jonathan Lloyd, James Hawdon, Mattia Samory, and Tanushree Mitra. 2018. Framing hate with hate
frames: Designing the codebook. In Proceedings of the ACM Conference on Computer Supported Cooperative Work,
CSCW. Association for Computing Machinery, New York, NY, USA, 201-204. https://doi.org/10.1145/3272973.3274055
Bailey Poland. 2016. Haters: Harassment, abuse, and violence online. 1-301 pages. https://www.jstor.org/stable/j.
ctt1fq9wdp

Dallas Police. 2016. Communications Operations Center (Handling Calls for Service). Technical Report.

Zoe Quinn. 2017. Crash Override: How Gamergate (Nearly) Destroyed My Life, and How We Can Win the Fight Against
Online Hate. 242 pages. https://books.google.com/books/about/Crash{ }Override. html?id=gpvUDQAAQBA]

Elissa M Redmiles, Jessica Bodford, and Lindsay Blackwell. 2019. “I just want to feel safe”: A diary study of safety
perceptions on social media. In Proceedings of the 13th International Conference on Web and Social Media, ICWSM 2019,
Vol. 13. 405-416. www.aaai.org

Kathryn E Ringland, Christine T Wolf, Lynn Dombrowski, and Gillian R Hayes. 2015. Making "Safe". In CSCW.
1788-1800. https://doi.org/10.1145/2675133.2675216

Sarah T. Roberts. 2019. Behind the Screen. Yale University Press. https://yalebooks.yale.edu/book/9780300235883/behind-
screen

Adi Robertson. 2014. ’Massacre’ threat forces Anita Sarkeesian to cancel university talk - The Verge.  https:
//www.theverge.com/2014/10/14/6978809/utah- state-university-receives-shooting-threat-for-anita- sarkeesian-visit

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 368. Publication date: October 2021.


https://www.vice.com/en/article/xwk9zd/how-facebook-content-moderation-works https://www.vice.com/en{_}us/article/xwk9zd/how-facebook-content-moderation-works
https://www.vice.com/en/article/xwk9zd/how-facebook-content-moderation-works https://www.vice.com/en{_}us/article/xwk9zd/how-facebook-content-moderation-works
https://doi.org/10.1145/3313831.3376396
https://doi.org/10.1145/3313831.3376396
https://doi.org/10.1145/1240624.1240760
https://doi.org/10.1145/1240624.1240760
https://doi.org/10.1145/2702123.2702529
http://arxiv.org/abs/1504.02305
https://doi.org/10.5210/SPIR.V5I0.8490
https://doi.org/10.1177/0267323114521045
https://doi.org/10.1002/9781119429128.iegmc014
https://doi.org/10.1145/3025453.3025875
https://doi.org/10.1177/1461444818773059
https://doi.org/10.1145/3272973.3274057
http://ijoc.org.
https://doi.org/10.1145/2957276.2957297
https://doi.org/10.1038/d41586-020-01846-z
https://doi.org/10.1145/3272973.3274055
https://www.jstor.org/stable/j.ctt1fq9wdp
https://www.jstor.org/stable/j.ctt1fq9wdp
https://books.google.com/books/about/Crash{_}Override.html?id=gpvUDQAAQBAJ
www.aaai.org
https://doi.org/10.1145/2675133.2675216
https://yalebooks.yale.edu/book/9780300235883/behind-screen
https://yalebooks.yale.edu/book/9780300235883/behind-screen
https://www.theverge.com/2014/10/14/6978809/utah-state-university-receives-shooting-threat-for-anita-sarkeesian-visit
https://www.theverge.com/2014/10/14/6978809/utah-state-university-receives-shooting-threat-for-anita-sarkeesian-visit

A Framework of Severity for Harmful Content Online 368:33

[64]
[65]
[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76
[77]

—

[78]

[79]

[80]

[81]

[82]

Minna Ruckenstein and Linda Lisa Maria Turunen. 2020. Re-humanizing the platform: Content moderators and the
logic of care. New Media and Society 22, 6 (jun 2020), 1026-1042. https://doi.org/10.1177/1461444819875990
Valeriya Safronova and Rebecca Halleck. 2019. These Rape Victims Had to Sue to Get the Police to Investigate.
https://www.nytimes.com/2019/05/23/us/rape-victims-Kkits-police-departments.html

Johnny Saldana. 2013. The Coding Manual for Qualitative Researchers Instruction. Sage (2013), 299. www.
sagepublications.com

Morgan Klaus Scheuerman, Stacy M Branham, and Foad Hamidi. 2018. Safe Spaces and Safe Places: Unpacking
Technology-Mediated Experiences of Safety and Harm with Transgender People. Proceedings of the ACM on Human-
Computer Interaction 2 (2018), 29.

S Schrock and D Boyd. 2009. Online threats to youth: Solicitation, harassment, and problematic content. In Enhancing
Child Safety and Online Technologies. http://cyberlaw.harvard.edu/research/isttf

Joseph Seering, Tony Wang, Jina Yoon, and Geoff Kaufman. 2019. Moderator engagement and community development
in the age of algorithms. New Media and Society 21, 7 (jul 2019), 1417-1443. https://doi.org/10.1177/1461444818821316
Irving Seidman. 1998. Interviewing as Qualitative Research: A Guide for Researchers in Education and the Social Sciences.
Teachers College Press. https://books.google.com/books/about/Interviewing{ }as{_}Qualitative{ }Research.html?id=
DhpjQgAACAAJ{&}source=kp{ }book{ }descriptionhttps://books.google.co.uk/books?hl=en{&}lr={&}id=pk1Rmq-
Y15QC{&}oi=tnd{&}pg=PR{&}ots=4pl7SRNPJR{&}sig=rRd9{_}WNECoUTA7KzGwTti{_JR3g0{&}redir{_}esc=y{#}v
Jana Shakarian, Andrew T. Gunn, and Paulo Shakarian. 2016. Exploring malicious hacker forums. In Cyber Deception:
Building the Scientific Foundation. Springer International Publishing, 259-282. https://doi.org/10.1007/978-3-319-
32699-3_11

Vivek K. Singh, Marie L. Radford, Qianjia Huang, and Susan Furrer. 2017. "They basically like destroyed the school one
day": On Newer App Features and Cyberbullying in Schools. In Proceedings of the 2017 ACM Conference on Computer
Supported Cooperative Work and Social Computing - CSCW ’17. ACM Press, New York, New York, USA, 1210-1216.
https://doi.org/10.1145/2998181.2998279

Donna Spencer and Jesse James Garrett. 2009. Card Sorting: Designing Usable Categories - Donna Spencer - Google Books.
Rosenfeld Media. 162 pages. https://books.google.com/books/about/Card{_}Sorting.html?id={ }h4D9gqi5tsC{&}source=
kp{_}book{_}descriptionhttps://books.google.com.cy/books?hl=en{&}lr={&}id=-nk3DwAAQBAJ{&}oi=fnd{&}pg=
PP1{&}dq=card+sorting+web-+design{&}ots=2{ }{_}cH6MatE{&}sig=i2cJh6KKSmAjc{_}zKoaS8HxnFaiU{&}redir{_}esc
Alice Speri, Alleen Brown, and Mara Hvistendahl. [n.d.]. The George Floyd Killing Exposes Failures of Police Reform.
https://theintercept.com/2020/05/29/george-floyd-minneapolis-police-reform/

Alexandra To, Wenxia Sweeney, Jessica Hammer, and Geoff Kaufman. 2020. "they Just Don’t Get It": Towards Social
Technologies for Coping with Interpersonal Racism. Proceedings of the ACM on Human-Computer Interaction 4, CSCW1
(may 2020), 29. https://doi.org/10.1145/3392828

Twitter. [n.d.]. Twitter Terms of Service. https://twitter.com/en/tos

Brendesha M. Tynes, Henry A. Willis, Ashley M. Stewart, and Matthew W. Hamilton. 2019. Race-Related Traumatic
Events Online and Mental Health Among Adolescents of Color. Journal of Adolescent Health 65, 3 (sep 2019), 371-377.
https://doi.org/10.1016/j.jadohealth.2019.03.006

James Vincent. 2019. Al won’t relieve the misery of Facebook’s human moderators. https://www.theverge.com/2019/
2/27/18242724/facebook-moderation-ai-artificial-intelligence-platforms

Jessica Vitak, Kalyani Chadha, Linda Steiner, and Zahra Ashktorab. 2017. Identifying Women’s Experiences With and
Strategies for Mitigating Negative Effects of Online Harassment. Proceedings of the 2017 ACM Conference on Computer
Supported Cooperative Work and Social Computing (CSCW ’17) (2017), 1231-1245. https://doi.org/10.1145/2998181.
2998337

Nick Wingfield. 2014. Feminist Critics of Video Games Facing Threats in ‘GamerGate’ Campaign. https:
/[www.nytimes.com/2014/10/16/technology/gamergate-women-video-game-threats-anita-sarkeesian.htmlhttps:
//www.nytimes.com/2014/10/16/technology/gamergate-women-video- game- threats-anita-sarkeesian.html?{_}r=0
Donghee Yvette Wohn. 2019. Volunteer moderators in twitch micro communities: How they get involved, the roles
they play, and the emotional labor they experience. In Conference on Human Factors in Computing Systems - Proceedings.
Association for Computing Machinery, New York, New York, USA, 1-13. https://doi.org/10.1145/3290605.3300390
Eva Zangerle and Giinther Specht. 2014. "Sorry, i was hacked" a classification of compromised Twitter accounts. In
Proceedings of the ACM Symposium on Applied Computing. Association for Computing Machinery, New York, New
York, USA, 587-593. https://doi.org/10.1145/2554850.2554894

Received October 2020; revised April 2021; accepted July 2021

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 368. Publication date: October 2021.


https://doi.org/10.1177/1461444819875990
https://www.nytimes.com/2019/05/23/us/rape-victims-kits-police-departments.html
www.sagepublications.com
www.sagepublications.com
http://cyber.law.harvard.edu/research/isttf
https://doi.org/10.1177/1461444818821316
https://books.google.com/books/about/Interviewing{_}as{_}Qualitative{_}Research.html?id=DhpjQgAACAAJ{&}source=kp{_}book{_}description https://books.google.co.uk/books?hl=en{&}lr={&}id=pk1Rmq-Y15QC{&}oi=fnd{&}pg=PR9{&}ots=4pl7SRNPJR{&}sig=rRd9I{_}WNECoUTA7KzGwTti{_}R3g0{&}redir{_}esc=y{#}v
https://books.google.com/books/about/Interviewing{_}as{_}Qualitative{_}Research.html?id=DhpjQgAACAAJ{&}source=kp{_}book{_}description https://books.google.co.uk/books?hl=en{&}lr={&}id=pk1Rmq-Y15QC{&}oi=fnd{&}pg=PR9{&}ots=4pl7SRNPJR{&}sig=rRd9I{_}WNECoUTA7KzGwTti{_}R3g0{&}redir{_}esc=y{#}v
https://books.google.com/books/about/Interviewing{_}as{_}Qualitative{_}Research.html?id=DhpjQgAACAAJ{&}source=kp{_}book{_}description https://books.google.co.uk/books?hl=en{&}lr={&}id=pk1Rmq-Y15QC{&}oi=fnd{&}pg=PR9{&}ots=4pl7SRNPJR{&}sig=rRd9I{_}WNECoUTA7KzGwTti{_}R3g0{&}redir{_}esc=y{#}v
https://doi.org/10.1007/978-3-319-32699-3_11
https://doi.org/10.1007/978-3-319-32699-3_11
https://doi.org/10.1145/2998181.2998279
https://books.google.com/books/about/Card{_}Sorting.html?id={_}h4D9gqi5tsC{&}source=kp{_}book{_}description https://books.google.com.cy/books?hl=en{&}lr={&}id=-nk3DwAAQBAJ{&}oi=fnd{&}pg=PP1{&}dq=card+sorting+web+design{&}ots=2{_}{_}cH6MatE{&}sig=i2cJh6KKSmAjc{_}zKoaS8HxnFaiU{&}redir{_}esc
https://books.google.com/books/about/Card{_}Sorting.html?id={_}h4D9gqi5tsC{&}source=kp{_}book{_}description https://books.google.com.cy/books?hl=en{&}lr={&}id=-nk3DwAAQBAJ{&}oi=fnd{&}pg=PP1{&}dq=card+sorting+web+design{&}ots=2{_}{_}cH6MatE{&}sig=i2cJh6KKSmAjc{_}zKoaS8HxnFaiU{&}redir{_}esc
https://books.google.com/books/about/Card{_}Sorting.html?id={_}h4D9gqi5tsC{&}source=kp{_}book{_}description https://books.google.com.cy/books?hl=en{&}lr={&}id=-nk3DwAAQBAJ{&}oi=fnd{&}pg=PP1{&}dq=card+sorting+web+design{&}ots=2{_}{_}cH6MatE{&}sig=i2cJh6KKSmAjc{_}zKoaS8HxnFaiU{&}redir{_}esc
https://theintercept.com/2020/05/29/george-floyd-minneapolis-police-reform/
https://doi.org/10.1145/3392828
https://twitter.com/en/tos
https://doi.org/10.1016/j.jadohealth.2019.03.006
https://www.theverge.com/2019/2/27/18242724/facebook-moderation-ai-artificial-intelligence-platforms
https://www.theverge.com/2019/2/27/18242724/facebook-moderation-ai-artificial-intelligence-platforms
https://doi.org/10.1145/2998181.2998337
https://doi.org/10.1145/2998181.2998337
https://www.nytimes.com/2014/10/16/technology/gamergate-women-video-game-threats-anita-sarkeesian.html https://www.nytimes.com/2014/10/16/technology/gamergate-women-video-game-threats-anita-sarkeesian.html?{_}r=0
https://www.nytimes.com/2014/10/16/technology/gamergate-women-video-game-threats-anita-sarkeesian.html https://www.nytimes.com/2014/10/16/technology/gamergate-women-video-game-threats-anita-sarkeesian.html?{_}r=0
https://www.nytimes.com/2014/10/16/technology/gamergate-women-video-game-threats-anita-sarkeesian.html https://www.nytimes.com/2014/10/16/technology/gamergate-women-video-game-threats-anita-sarkeesian.html?{_}r=0
https://doi.org/10.1145/3290605.3300390
https://doi.org/10.1145/2554850.2554894

	Abstract
	1 Introduction
	2 Related Work
	2.1 Safety from Harm: Expansive Definitions of Online Harm in HCI
	2.2 Content Moderation as Harm Mitigation: Opportunities for a Severity-Based Approach

	3 Assessing the Severity of Harm in Other Domains
	4 Methods
	4.1 Participant Recruitment
	4.2 Interview Design
	4.3 Content Categories for Card Sorting
	4.4 Data Analysis

	5 A Theoretical Framework of Severity
	5.1 Types of Harm
	5.2 Dimensions of Severity

	6 Discussion
	6.1 Employing a Severity Framework in Research and Policy

	7 Limitations and Future Work
	8 Conclusion
	Acknowledgments
	References

