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SUMMARY

Human characteristics are increasingly encoded into machine learning (ML) algorithms; into the datasets used to
train and evaluate them, into the tasks they are trained to complete, and into the infrastructure of the algorithms
themselves. A particularly salient example of algorithmic identity is computer vision (CV) technologies trained to
conduct facial analysis (FA): image labeling, facial detection, facial recognition (one-to-one face matching).
Identities like gender, race, and ethnicity are presumed to be readable through visual data. Past research has largely
focused on mitigating bias in existing FA systems and developing techniques to improve an objectionable notion of
fairness. Many are discussing how to improve values in FA systems. However, little work has examined the
underlying values made toward identity when developing FA—including how “identity” is actually defined. I will
examine how the concept of identity is defined and operationalized in ML systems throughout the system
development life cycle, from conception to deployment. To do this, I will conduct a rigorous examination of facial
analysis technologies that use CV. Specifically, I will conduct an analysis of three socio-technical levels of FA
development. I will begin by analyzing the model level, where identity is embedded into the ontological frameworks
of facial analysis technologies. I will then analyze the annotation level, where human annotation practices shape how
data is labelled and subsequently used for training, validating, and testing. Finally, I will investigate the development
level, where I will illuminate the practices of expert stakeholders who develop FA systems. By doing this, I will
contribute a framework for understanding how human identity is defined in ML, which will lead to actionable
intervention points to improving the state of algorithmic identity in CV, and ML systems more broadly.

BACKGROUND

I research marginalized identities through the “eyes” of computer vision models. In the past few years, the
implication of computer vision on minority groups has become a massive focus—of academics, of industry, of our
governments, local and national, and of the media. Controversy around a facial analysis model meant to classify the
sexuality of individuals based on their face prompted discussions of potential misuses of machine learning. As
numerous researchers uncovered the accuracy biases of facial recognition against people of color, a Black man was
the first to be wrongfully detained due to an inaccurate facial recognition prediction [3]. The New York Times has
reported extensively on the use of facial analysis models for classifying and tracking ethnic minorities in China [15].
Given the tensions between police and civil rights movements in the United States, many leading technology
companies have announced moratoriums on facial recognition technologies [7,20]. Even the ACM, the world’s
largest computing consortium, called for a suspension on government and private use of facial recognition [1].
These issues have begun to shift the needle on how computer vision research and development is being done.

Meanwhile, researchers are increasingly questioning what the results of racialized and gendered CV
technologies are. Are the results fair? How could someone be harmed if they are not? As such, efforts to improve
fairness have examined diversifying datasets [14], improved mathematical formulas to balance results [6], and
audited FA systems to see how accurate status quo gender classification is on individuals with differing skin tones



[4]. Examining historical uses of technologies to control minority groups through rigid categorization impresses the
importance of questioning how we classify people in emerging technologies as well [11,16]—especially as abuses of
such technologies are being unearthed [8]. Clearly, human identities—like race and gender—are integral to the
future of computer vision research. The intersection between identity and computer vision is the focal point of my
dissertation research.

Specifically, my work focuses on the intersection of two perspectives: (1) the technical perspective,
encompassing the processes and data which enable machine learning development; and (2) the socio-historical
perspective, the underlying philosophy and theory about what make up race and gender. I adopt an interdisciplinary
approach from both social sciences and computer science, drawing on human-computer interaction (HCI), science
and technology studies (STS), critical algorithm studies, and critical theory. I focus on how the categorical
ontologies of machine learning models shape what kinds of identity are made computable. Through my past work, I
have demonstrated that these two perspectives—the technical and the social—often do not fully align. By examining
both the social categories of race and gender through the lens of computer vision data and model ontologies, I have
unearthed when models don’t work [7,8] and what end-users perceive the impact of those failures to be [5].

As demonstrated through my work on gender and race categories, which often range wildly from system to
system, inconsistencies in facial analysis results across different service providers tell us more than just how
accurate one service may be over another in classifying something like gender, or how diverse the training data is.
Inconsistencies tell us something about the value decisions being embedded into these systems, how identity can
even be represented in an infrastructure, and which types of identities are being privileged while others are erased.
The intersection of complex human identities and classification infrastructure is the crux of my research.
Specifically, I use facial analysis technologies as a lens for understanding how complex, interwoven, and messy
human characteristics become represented in visual classification systems.

To question FA, and other ML systems that employ identity characteristics, we must understand how these
systems are racializing and gendering people. When we understand how racial and gender decisions impact the
overall system, we can critically intervene in the design of FA at different stages of development. Science and
Technology (STS), HCI, and machine learning fairness scholars have already started to examine race and gender in
FA technology. Buolamwini and Gebru highlighted the high misclassification rates of darker skinned women in
commercial facial analysis systems [5]. Skinner raised red flags in [19] by breaking down the systematization of
race for biometric techno-security practices. Kloppenberg and van der Ploeg take the stance in [13] that, contrary to
simply representing identity, biometric security systems like FA actually produce racialized and gendered identities.
In other words, ML systems do not simply produce a representation of human identity. Rather, they produce a
separate algorithmic identity.

While I respect the critical research cited above, I am unsatisfied with the lack of understanding of how all
of these pieces work together—when and where decisions are made during the pipeline, and how researchers,
practitioners, and policymakers can intervene effectively beyond the data. Given how complex these technologies,
and the identities they seek to classify, are, it is imperative to analyze them not in isolation, but as a network of
people, data, and infrastructure [9]. My proposed research builds on my previous work analyzing trans individuals’
perceptions about FA as potential users [10], how diversity of gender is represented in existing commercial FA
systems [17], and how machine learning researchers make race and gender classification systems in datasets [18].
This study takes the next step by explicitly examining how gender and racial characteristics are operationalized by
CV across multiple layers of human and computer actors. My work will assess FA infrastructures, not just as
sociotechnical systems, but as inherited and interconnected layers with the goal of understanding how they
reference, leverage, and constrain one another [12]. The next step in my research agenda is to understand why
models fail, and how to make them work in more ethical and equitable ways using both technical and social
interventions.

My dissertation focuses on the technical constraints and social tradeoffs when designing human-centered
machine learning algorithms. Specifically, I focus on how understanding the technical and social constraints of
computer vision development will lead to better representations of race and gender in computer vision systems.
Through a series of empirical studies, I will show what patterns models rely on when predicting race and gender



features, what drives race and gender annotation procedures, and how computer vision experts discuss identity
representation in practice. The outcome of this work will be to provide computer vision developers and researchers
with more nuanced and complex knowledge about identity, towards mitigating racial and gender bias and
misrepresentation in future systems.

PLAN

This research proposal addresses the following research questions:
1. How do FA systems employ racialized and gendered values from implementation to deployment?
2. How does this affect how the overall system can be used and experienced by “users” and third-party clients?

To answer these questions, I will conduct a series of studies to examine race and gender in computer vision as a set
of multi-layered infrastructures, reliant on both technical and human expertise. I will contribute a holistic
understanding of how identity characteristics become operationalized and propagated in computer vision systems
across multiple layers of social and technical actors, making more transparent the processes by which both humans
and machines involved in computer vision pipelines conceptualize race and gender. To do this, I will employ a mix
of computational, quantitative, and qualitative research methods to examine three broad areas of computer vision
model and data development:

1. Model: At the model level, which I conceptualize as the classification ontology and model pipeline of a single
computer vision system. I will analyze the socio-historical histories of race and gender and how those histories
shape the classification of different faces. I will evaluate existing state-of-the-art classification techniques on
common categories of race and gender as previously identified in [8] and use algorithmic saliency-mapping
techniques to identify which aspects of a face determine subjective race and gender categorization. Saliency
mapping is a technique for determining which parts of an image lead a system to make certain classificatory
decisions [2]. Findings will illuminate how otherwise opaque models predict identity categories: why they get it
wrong, why they get it right, and what categories seem to be viewed as similar and different.

2. Annotation: At the annotation level, where I concentrate on the process of human annotation of data instances.
I will qualitatively and quantitatively analyze the thoughts, practices, and perspectives of commonly hired
human annotators—Amazon Mechanical Turk crowd workers—as they annotate diverse racial and gender
images. To do this, I will conduct an experimental survey that asks annotators to: annotate images using
common annotation guidelines; indicate what parts of the image led them to their labeling decision; to provide
detailed qualitative information about their own perception of the people in the images. I will provide an
understanding of what aspects of human annotation, who bring their own perspectives and beliefs to the
annotation process, shape annotation decisions around race and gender. Using the heat mapping data from the
previous study, I will compare model decisions with annotator decisions to determine if human annotators and
computers make similar or different classification decisions.

3. Development: At the development level, I will focus on expert stakeholders who develop algorithmic systems.
I will employ ethnographic and interview techniques with small and large stakeholders, including researchers,
engineers, and product managers. I will use snowball recruitment to gain access to different stakeholders within
research communities and companies, including my own experience working on tech research teams (at
Facebook and Google). I will uncover the practices and constraints when developing computer vision systems,
including how stakeholders make decisions about embedding identity characteristics into systems. Findings will



inform the larger research community of the types of ethical, technical, and practical decisions being made by
industry stakeholders, towards facilitating better understanding and cross-disciplinary collaboration.

Understanding these three perspectives will illuminate the values, decisions, and perceptions about identity
throughout the pipeline of computer vision development and deployment, and how we might make those values
more equitable and ethical. I will trace the underlying logic and perspectives on gender and racial categorizations in
existing computer vision models, in annotating identity data, and in developing robust commercial systems. All
these efforts will culminate in a deep understanding of where in the pipeline identity is embedded, how identity is
understood by the model, annotators, and developers, and how the end users who interact with computer vision can
then interpret that implementation. Understanding how gender and race are operationalized throughout the anatomy
of a computer vision system will allow designers, researchers, and engineers to intervene at key points of the
pipeline. Targeted intervention can improve bias mitigation and ethical representation of marginalized identities. ore
specifically, I will contribute a framework outlining how to address socially-constructed identity representations at
different points in the ML pipeline, as well as the tradeoffs baked into doing so.

CONCLUSION

As facial analysis technologies become more globally pervasive and more normalized, it is vital that we understand
exactly how our intimate and complex identities, like our genders and our races, are being defined and
operationalized for FA tasks. As of now, research on FA has adopted a piecemeal approach, looking for solutions to
bias and fairness issues in only a singular “layer,” usually the data. Researchers have proposed that we can mitigate
the concerns of FA by developing more diverse datasets or a new formula for “balancing” gender and racial
characteristics. These approaches are inadequate to resolving the fundamental concerns about identity
representations in ML, and do little to shape the human practices of development.

To truly address equitable and ethical representation in ML systems, we cannot examine gender and race
only at the level of datasets or metrics. We must connect the dots and bridge the gulfs between models and those
annotating, building, and deploying ML systems and data. To ensure that the impact these systems have on society is
positive, we must approach algorithmic identity as an interconnected and layered pipeline of computers and people,
of technical and social. We must critically think through the consequences of how identity representation in systems
might negatively impact real people, particularly real people with historically marginalized racial and gender
identities.

My study will contribute a robust understanding of race and gender construction in facial analysis
technology that fills the current gaps of the piecemeal approach to examining machine learning contexts. The goal is
to create an awareness of the human-machine decisions shaping algorithmic identities so that we, as researchers,
designers, and engineers, may thoughtfully intervene at different stages of the ML pipeline and ultimately shape a
more equitable and ethical ML future.
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